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Functional Inequalities for Hypoelliptic
Diffusions Using Probabilistic and

Geometric Methods

Phanuel de Andrade Mariano, Ph.D.

University of Connecticut, 2018

ABSTRACT

We study gradient bounds and other functional inequalities related to hypoelliptic

diffusions. One of the key techniques in our work is the use of coupling of diffusion

processes to prove gradient bounds. We also use generalized Γ-calculus to prove

various functional inequalities. In this dissertation we present two research directions;

gradient bounds for harmonic functions on the Heisenberg group, and gradient bounds

for the heat semigroup generated by Kolmogorov type diffusions.

For the first research direction, we construct a non-Markovian coupling for Brow-

nian motions in the three-dimensional Heisenberg group. We then derive properties

of this coupling such as estimates on the coupling rate, estimates for the CDF of the

coupling time and upper and lower bounds on the total variation distance between

the laws of the Brownian motions. Finally, we use these properties to prove gradient

estimates for harmonic functions for the hypoelliptic sub-Laplacian which is the gen-

erator of Brownian motion in the Heisenberg group. In particular, we prove the well

known Cheng-Yau inequality and a Caccioppoli-type inequality on the Heisenberg

group.
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For the second research direction, we study gradient bounds and other functional

inequalities for the diffusion semigroup generated by Kolmogorov-type operators. Un-

like the first research direction, the focus is on two different methods: coupling tech-

niques and generalized Γ-calculus techniques. We discuss the advantages and draw-

backs of each of these methods. For the coupling technique, we use a coupling by

parallel transport (or synchronous coupling) to induce a coupling on the Kolmogorov

type diffusions. In the Γ-calculus approach, we will prove a new generalized curvature

dimension inequality to study various functional inequalities.
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Chapter 1

Introduction

The general goal of this dissertation is to prove functional inequalities via probabilistic

and geometric approaches. The main probabilistic tool we use is the concept of

coupling. Recall that a coupling of two probability measures µ1 and µ2, defined on

respective measure spaces (Ω1,A1) and (Ω2,A2), is a measure µ on the product space

(Ω1×Ω2,A1×A2) with marginals µ1 and µ2. In this dissertation, we will be interested

in coupling of the laws of two Markov processes (Xt : t > 0) and (Yt : t > 0). In the

first part of the dissertation, we consider Markov processes that live in the geometric

setting of a sub-Riemannian manifold such as the Heisenberg group H3. In the second

part, we consider Kolmogorov type diffusions that live in M ×Rk, where M is either

a Riemannian or sub-Riemannian manifold. Couplings have been an extremely useful

tool in probability theory and has resulted in establishing deep connections between

probability, analysis and geometry.

We start by providing some background on couplings and gradient estimates in

our setting. We give an introduction to sub-Riemannian geometry, in particular
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the Heisenberg group. We also consider the Kolmogorov diffusion. We provide a

introduction to the use of generalized curvature-dimension inequalities in proving

functional inequalities.

This dissertation is based on results in [BGM16] and [BGM18].

1.1 Preliminaries

1.1.1 Coupling basics

Consider two probability spaces (Ω,F1, µ1) and (Ω2,F2, µ2). We have the following

definition.

Definition 1.1.1. A coupling of µ1 and µ2 is a measure µ on (Ω1 × Ω2,F2 ×F2) with

marginals µ1 and µ2, respectively. A coupling of two Markov processes X and Y is

coupling of their laws. The coupling is said to be successful if the two processes couple

within finite time almost surely, that is, the coupling time for Xt and Yt defined as

τ(X, Y ) = inf{t > 0 : Xs = Ys for all s > t}.

is almost surely finite. We assume that Xt = Yt for t > τ(X, Y ).

A major application of couplings arises in estimating the total variation distance

between the laws of two Markov processes at time t which in general is very hard to

compute explicitly. Such an estimate can be obtained from the Aldous’ inequality

||L(Xt)− L(Yt)||TV 6 µ {τ(X, Y ) > t} , (1.1.1)
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where µ is the coupling of the Markov processes X and Y , L(Xt) and L(Yt) denote

the laws (distributions) of Xt and Yt respectively, and

||ν||TV = sup{|ν(A)| : A measurable}

denotes the total variation norm of the measure ν. The proof of Aldous’ inequality

is rather simple.

Proposition 1.1.2 (Aldous’ inequality). Let τ be the coupling time for two Markov

processes X and Y . For any t > 0,

‖L(Xt)− L(Yt)‖TV 6 P (τ > t) ,

where L(Xt) and L(Yt) are the laws of Xt and Yt, respectively.

Proof. For any Borel set A,

L(Xt)(A)− L(Yt)(A) = P (Xt ∈ A)− P (Yt ∈ A)

= P (Xt ∈ A,Xt = Yt) + P (Yt ∈ A,Xt 6= Yt)

− P (Yt ∈ A,Xt = Yt)− P (Yt ∈ A,Xt 6= Yt)

= P (Yt ∈ A,Xt 6= Yt)− P (Yt ∈ A,Xt 6= Yt)

6 P (Xt 6= Yt) .

Similarly one can prove

L(Yt)(A)− L(Xt)(A) 6 P (Xt 6= Yt) .

3



Putting these two together we have that

|L(Xt)(A)− L(Yt)(A)| 6 P (Xt 6= Yt) = P (τ > t) .

This, in turn, can be used to provide sharp rates of convergence of Markov pro-

cesses to their respective stationary distributions, when they exist (see [LPW09] for

some such applications in studying mixing times of Markov chains).

This raises a natural question: how can we couple two Markov processes so that

the probability of failing to couple by time t (coupling rate) is minimized (in an appro-

priate sense) for some, preferably all, t? Griffeath [Gri75] was the first to prove that

maximal couplings, that is, the couplings for which the Aldous’ inequality becomes

an equality for each t in the time set of the Markov process, exist for discrete time

Markov chains. This was later greatly simplified by Pitman [Pit76] and generalized to

non-Markovian processes by Goldstein [Gol79] and continuous time càdlàg processes

by Sverchkov and Smirnov [SS90].

These constructions, though extremely elegant, have a major drawback: they are

typically very implicit. Thus, it is very hard, if not impossible, to perform detailed

calculations and obtain precise estimates using these couplings. Part of the implicit-

ness comes from the fact that these couplings are non-Markovian.

A Markovian coupling of two Markov processes X and Y is a coupling where,

for any t > 0, the joint process {(Xs, Ys) : s > t} conditioned on the filtration

σ{(Xs, Ys) : s 6 t} is again a coupling of the laws of X and Y , but now starting

from (Xt, Yt). These are the most widely used couplings in deriving estimates and

performing detailed calculations as their constructions are typically explicit. However,
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these couplings usually do not attain the optimal rates. In fact, it has been shown

in [BK17] that the existence of a maximal coupling that is also Markovian imposes

enormous constraints on the generator of the Markov process and its state space.

Further, [BK16] describes an example using Kolmogorov diffusions defined as a two

dimensional diffusion given by a standard Brownian motion along with its running

time integral, where for any Markovian coupling, the probability of failing to couple

by time t does not even attain the same order of decay (with t) as the total variation

distance. More precisely, they showed that if the driving Brownian motions start

from the same point, then the total variation distance between the corresponding

Kolmogorov diffusions decays like t−3/2 whereas for any Markovian coupling, the

coupling rate is at best of order t−1/2.

This brings us to the main subject of the first part of this dissertation: when can we

produce non-Markovian couplings that are explicit enough to give us good bounds on

the total variation distance between the laws of Xt and Yt when Markovian couplings

fail to do so? And what information can such couplings provide about the geometry

of the state space of these Markov processes? In this dissertation, we look at the

Heisenberg group which is the simplest example of a sub-Riemannian manifold and

Brownian motion on it. The latter is the Markov process whose generator is the

sub-Laplacian on the Heisenberg group as described in Section 1.1. We construct an

explicit successful non-Markovian coupling of two copies of this process starting from

different points in H3 and use it to derive sharp bounds on the total variation distance

between their laws at time t. We also use this coupling to produce gradient estimates

for harmonic functions on the Heisenberg group (more details below), thus providing

a non-trivial link between probability and geometric analysis in the sub-Riemannian

setting.
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We note here that successful Markovian couplings of Brownian motions on the

Heisenberg group have been constructed in [Ken07] and rates of these couplings have

been studied in [Ken10]. However, the rates for the coupling we construct are much

better. In fact, we show in Remark 2.1.2 that it is impossible to derive the rates we

get from Markovian couplings. Moreover, the coupling we consider is efficient, that

is, the coupling rate and the total variation distance decay like the same power of t

as pointed out in Remark 2.2.3.

In 1986, Lindvall-Rogers [TL86] constructed successful couplings in Euclidean

space using the idea of reflection coupling. Suppose the process (Xt) is given by a

stochastic differential equation

dXt = σ (Xt) dBt + b (Xt) dt,

where (Bt)t≥0 is a Brownian motion. We want to construct a new process (Yt) ,

dYt = σ (Yt) dB
′
t + b (Yt) dt,

for some suitable B′t on the same probability space, having the same distribution of

Xt. Thus the only thing we have to do is choose a suitable Brownian motion B′t. In

order for this coupling to be successful, the suitable Brownian will be

dB′t = HtdBt,

where H is chosen to be reflection in the plane orthogonal to σ (y)−1 (x− y). As an

example let us consider the simplest case when σ ≡ I with b = 0. That is, when we

only consider Brownian motion. Let P be the hyperplane perpendicular to the line

6



through x and y with x+y
2
∈ P . While simultaneously running Xt = Bt , Yt will be

the reflected Brownian motion in P .

1.1.2 Gradient estimates

Now we would like to describe gradient estimates in our geometric settings and how

couplings have been used to prove them previously. Let us start with a classical

gradient estimate for harmonic functions in Rd. Suppose u is a real-valued function

u on Rd which is harmonic in a ball B2δ(x0), then there exists a positive constant Cd

(which depends only on the dimension d and not on u) such that

sup
x∈Bδ(x0)

|∇u(x)| 6 Cd
δ

sup
x∈B2δ(x0)

|u(x)| .

In 1975, Cheng and Yau (see [CY75,Yau75,RS94]) generalized the classical gradient

estimate to complete Riemannian manifolds M of dimension d > 2 with Ricci curva-

ture bounded below by −(d − 1)K for some K > 0. They proved that any positive

harmonic function on a Riemannian ball Bδ(x0) satisfies

sup
x∈Bδ/2(x0)

|∇u(x)|
u(x)

6 Cd

(
1

δ
+
√
K

)
.

Moreover, in addition to such estimates, there is a vast literature on functional in-

equalities such as heat kernel gradient estimates, Poincaré inequalities, heat kernel

estimates, elliptic and parabolic Harnack inequalities etc on Riemannian manifolds or

more generally on measure metric spaces. Quite often these results require assump-

tions such as volume doubling and curvature bounds.

In 1991, M. Cranston in [Cra91] used the method of coupling two diffusion pro-
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cesses to obtain a similar gradient estimate for solutions to the equation

1

2
∆u+ Zu = 0 (1.1.2)

on a Riemannian manifold (M, g) whose Ricci curvature is bounded below and Z is

a bounded vector field. This coupling is known as the Kendall-Cranston coupling as

it was based on the techniques in [Ken89]. In particular, M. Cranston proved the

following gradient estimate.

Theorem 1.1.3 (Cranston). Suppose (M, g) is a complete d-dimensional Riemannian

manifold with distance ρM and assume RicM > −Kg. Let Z be a C1 vector field on

M such that |Z(x)| 6 m for all x ∈M . There is a constant c = c (K, d,m) such that

whenever δ > 0 and (1.1.2) is satisfied in some Riemannian ball B2δ (x0), we have

|∇u(x)| 6 c

(
1

δ
+ 1

)
sup

x∈B(x0,3δ/2)

|u(x)|, x ∈ B (x0, δ) .

If (1.1.2) is satisfied on M and u is bounded and positive, then

|∇u(x)| 6 2
(√

K (d− 1) +m
)
‖u‖∞ .

Cranston’s approach generalized the coupling of Brownian motions on manifolds

of Kendall [Ken86] to couple processes with the generator L = 1
2
∆ + Z. The meth-

ods in that paper required tools from Riemannian geometry such as the Laplacian

comparison theorem and the index theorem to obtain estimates on the processes

ρM (Xt, Yt) and ρM (Xt, X0) where ρM is the Riemannian distance. M. Cranston also

proved similar results on Rd in [Cra92].

8



1.1.3 Sub-Riemannian basics

A sub-Riemannian manifold M can be thought of as a Riemannian manifold where we

have a constrained movement. Namely, such a manifold has the structure (M,H, 〈·, ·〉),

where allowed directions are only the ones in the horizontal distribution, which is a

suitable subbundle H of the tangent bundle TM . For more detail on sub-Riemannian

manifolds we refer to [Mon02].

Namely, for a smooth connected d-dimensional manifold M with the tangent bun-

dle TM , let H ⊂ TM be an m-dimensional smooth sub-bundle such that the sections

of H satisfy Hörmander’s condition (the bracket generating condition) formulated in

Assumption 1. We assume that on each fiber of H there is an inner product 〈·, ·〉

which varies smoothly between fibers. In this case, the triple (M,H, 〈·, ·〉) is called

a sub-Riemannian manifold of rank m, H is called the horizontal distribution, and

〈·, ·〉 is called the sub-Riemannian metric. The vectors (resp. vector fields) X ∈ H

are called horizontal vectors (resp. horizontal vector fields), and curves γ in M whose

tangent vectors are horizontal, are called horizontal curves.

Assumption 1. (Hörmander’s condition) We will say that H satisfies Hörmander’s

(bracket generating) condition if horizontal vector fields with their Lie brackets span

the tangent space TpM at every point p ∈M .

Hörmander’s condition guarantees analytic and topological properties such as hy-

poellipticity of the corresponding sub-Laplacian and topological properties of the

sub-Riemannian manifold M . We explain briefly both aspects below. First we define
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the Carnot-Carathéodory metric dCC on M by

dCC(x, y) = (1.1.3)

inf

{∫ 1

0

‖γ′(t)‖H dt where γ(0) = x, γ(1) = y, γ is a horizontal curve

}
,

where as usual inf(∅) := ∞. Here the norm is induced by the inner product on

H, namely, ‖v‖H := (〈v, v〉p)
1
2 for v ∈ Hp, p ∈ M . The Chow-Rashevski theorem

says that Hörmander’s condition is sufficient to ensure that any two points in M can

be connected by a finite length horizontal curve. Moreover, the topology generated

by the the Carnot-Carathéodory metric coincides with the original topology of the

manifold M .

As we are interested in a Brownian motion on a sub-Riemannian manifold (M,H, 〈·, ·〉),

a natural question is what its generator is. While there is no canonical operator such

as the Laplace-Beltrami operator on a Riemannian manifold, there is a notion of a

sub-Laplacian on sub-Riemannian manifolds. A second order differential operator

defined on C∞ (M) is called a sub-Laplacian ∆H if for every p ∈M there is a neigh-

borhood U of p and a collection of smooth vector fields {X0, X1, ..., Xm} defined on U

such that {X1, ..., Xm} are orthonormal with respect to the sub-Riemannian metric

and

∆H =
m∑
k=1

X2
k +X0.

By the classical theorem of L. Hörmander in [Hör67, Theorem 1.1] Hörmander’s con-

dition (Assumption 1) guarantees that any sub-Laplacian is hypoelliptic. For more

properties of sub-Laplacians which are generators of a Brownian motion on a sub-

Riemannian manifold we refer to [GL16].
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Finally, the horizontal gradient ∇H is a horizontal vector field such that for any

smooth f : M → R we have that for all X ∈ H,

〈∇Hf,X〉 = X (f) .

We define the length of the gradient as in [Kuw10]. For a function f on M , let

|∇Hf | (x) := lim
r↓0

sup
0<dCC(x,x̃)6r

∣∣∣∣f (x)− f (x̃)

dCC (x, x̃)

∣∣∣∣ , (1.1.4)

and set ‖∇Hf‖∞ := supx∈H3 |∇Hf | (x).

1.1.4 The Heisenberg group

The Heisenberg group H3 is the simplest non-trivial example of a sub-Riemannian

manifold. Namely, let H3 ∼= R3 with the multiplication defined by

(x1, y1, z1) ? (x2, y2, z2) := (x1 + x2, y1 + y2, z1 + z2 + (x1y2 − x2y1)) ,

with the group identity e = (0, 0, 0) and the inverse given by (x, y, z)−1 = (−x,−y,−z).

We define X , Y , and Z as the unique left-invariant vector fields with Xe = ∂x,

Ye = ∂y, and Ze = ∂z, so that

X = ∂x − y∂z,

Y = ∂y + x∂z,

Z = ∂z.

11



The horizontal distribution is defined by H = span{X ,Y} fiberwise. Observe that

[X ,Y ] = 2Z, so Hörmander’s condition is easily satisfied. Moreover, as any iterated

Lie bracket of length greater than two vanishes, H3 is a nilpotent group of step 2.

The Lebesgue measure on R3 is a Haar measure on H3. We endow H3 with the sub-

Riemannian metric 〈·, ·〉 so that {X ,Y} is an orthonormal frame for the horizontal

distribution. As pointed out in [GL16, Example 6.1], the (sum of squares) operator

∆H =
1

2

(
X 2 + Y2

)
(1.1.5)

is a natural sub-Laplacian for the Heisenberg group with this sub-Riemannian struc-

ture.

In general it is very cumbersome to compute the Carnot-Carathéodory distance

dCC explicitly. In the case of the Heisenberg group an explicit formula for the distance

is known. Let r (x) = dCC (x, e) be the distance between x = (x, y, z) ∈ H3 and the

identity e = (0, 0, 0). In [CTW10] the distance is given by the formula

r (x)2 = ν (θc)
(
x2 + y2 + |z|

)
,

where θc is the unique solution of µ (θ) (x2 + y2) = |z| in the interval [0, π) and

µ(z) = z
sin2 z

− cot z and where

ν(z) =
z2

sin2 z

1

1 + µ(z)
=

z2

z + sin2 z − sin z cos z
, ν(0) = 2.

Since the distance is left-invariant, we have

dCC (x, x̃) = dCC
(
x̃−1 ? x, e

)
12



which gives us an explicit expression for dCC on the Heisenberg group. Although ν is

not continuous it was shown in [CCG07] that dCC is continuous.

We will not use this explicit expression for dCC . Instead, since ν > 0 and bounded

below and above by positive constants in the interval [0, π), it is clear that the Carnot-

Carathéodory distance is equivalent to the pseudo-metric

ρ (x,y) =
(
(x− x̃)2 + (y − ỹ)2 + |z − z̃ + xỹ − yx̃|

) 1
2 . (1.1.6)

Finally, we can describe Brownian motion whose generator is ∆H/2 explicitly as

follows. Let B1, B2 be real-valued independent Brownian motions starting from 0.

Define Brownian motion on the Heisenberg group Xt : [0,∞) × Ω → H to be the

solution of the following Stratonovich stochastic differential equation (SDE)

dXt = X (Xt) ◦ dB1(t) + Y (Xt) ◦ dB2(t),

X0 = (b1, b2, a) .

Letting Xt = (X1(t), X2(t), X3(t)) we see that the SDE reduces to

dXt =


1

0

−X2(t)

 ◦ dB1(t) +


0

1

X1(t)

 ◦ dB2(t),
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so that one needs to solve the following system of equations

dX1(t) = dB1(t)

dX2(t) = dB2(t),

dX3(t) = −X2(t) ◦ dB1(t) +X1(t) ◦ dB2(t).

Since the covariation of two independent Brownian motions is zero we get that

X1(t) = b1 +B1(t),

X2(t) = b2 +B2(t),

X3(t) = a+

∫ t

0

(B1(s) + b1)dB2(s)−
∫ t

0

(B2(s) + b2)dB1(s). (1.1.7)

1.1.5 Curvature-dimension inequalities and Γ-calculus

In this section we review the geometric methods that goes back to Bakry-Émery in

[BE85] to prove functional inequalities (see [BL06,Bak06]). Consider an n−dimensional

Riemannian manifold M with Laplacian ∆. Bakry and Émery developed the func-

tional calculus, now known by many as Γ−calculus, based on the differential forms

Γ(f, f) :=
1

2
(∆ (fg)− f∆g − g∆f) ,

and

Γ2 (f, g) :=
1

2
(∆Γ(f, g)− Γ (f,∆g)− Γ (g,∆f)) ,
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for functions f ∈ C∞ (M) . Note that

Γ(f) := Γ(f, f) = ‖∇f‖2 ,

where ∇ is the Riemannian gradient and ‖·‖ is the norm associated to the underlying

Riemannian metric. One can also compute

Γ2(f) := Γ2 (f, f) =
∥∥∇2f

∥∥2

2
+ 2Ric (∇f,∇f) ,

where ∇2f is the Riemannian Hessian. The computation of Γ2(f) is due to the well

known Bochner’s formula in terms of Γ

∆Γ (f) = 2
∥∥∇2f

∥∥2

2
+ 2Γ (f,∆f) + 2Ric (∇f,∇f) .

We say ∆ satisfies the curvature-dimension inequality CD (ρ, n) if

Γ2 (f) ≥ 1

2
(∆f)2 + ρΓ (f) ,

for all f ∈ C∞ (M). By a result of Bakry in [Bak94] it was proven that CD (ρ, n) is

equivalent to

Ric (∇f,∇f) ≥ ρ ‖∇f‖2 .

This connection allowed Bakry, Ledoux and others to use this analytic approach to

reprove results in differential geometry relating to heat kernels and heat semigroups.

In fact it turns out that the following are all equivalent (see [BL06, Bak06, Bak94,

BE85,vRS05]):
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1. Ricci (∇f,∇f) ≥ ρ |∇f |2 for all f ∈ C∞0 (M),

2. |∇Ptf | 6 e−ρtPt (|∇f |) for all f ∈ C∞0 (M) and t > 0,

3. |∇Ptf |p 6 e−pρtPt (|∇f |p) for all f ∈ C∞0 (M) and t > 0 and p ≥ 1.

4. ‖∇Ptf‖∞ 6 e−ρt ‖∇f‖∞ for all f ∈ C∞0 (M) and t > 0.

5. There exists a function ρ(t) > 0 such that ρ(0) = 1,ρ′(0) exists, and

|∇Ptf |2 6 ρ(t)Pt
(
|∇f |2

)
for all f ∈ C∞0 (M) and t > 0.

6. Γ2(f, f) ≥ ρΓ(f, f) for all f ∈ C∞0 (M) and t > 0.

7. There exists a coupling
(
Bt, B̃t

)
of Brownian motions on M started at (x, x̃)

such that for all t ≥ 0, dM

(
Bt, B̃t

)
6 e−ρt/2dM(x, x̃).

8. For every function f ∈ C∞0 (M), and every t ≥ 0,

Pt
(
f 2
)
− (Ptf)2 6

1− e−2ρt

ρ
Pt (Γ(f)) .

9. For every function f ∈ C∞0 (M), and every t ≥ 0,

Γ (Ptf) 6
ρ

e2ρt − 1

(
Pt
(
f 2
)
− (Ptf)2) .

One can also use Γ-calculus to prove various other inequalities such as logarithm

Sovolev inequalities, Sobolev inequalities, isoperimetric inequalities and Harnack in-

equalities to name a few.

This Γ−calculus approach has also allowed for careful analysis of various elliptic

operators when ∆ is replaced with a general Markov diffusion operator L. We provide
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two examples of well known one dimensional diffusion processes that satisfy CD (ρ, n)

for some ρ and n.

Example 1.1.1. Consider the Ornstein–Uhlenbeck process with the generator

L =
d2

dx2
− ρx d

dx
,

on R where ρ > 0. We show L satisfies CD (ρ,∞). This shows that the dimension of

the process does not have to match the spatial dimension of the process and in fact

can be infinite. First, a simple computation shows that

Γ(f) = (f ′)
2
.

We also have that

L (f ′)
2

=
d2

dx2
(f ′)

2 − ρx d
dx

(f ′)
2

= 2
d

dx
(f ′f ′′)− 2ρxf ′f ′′

= 2 (f ′′)
2

+ 2f ′′f ′′′ − 2ρxf ′f ′′,

and

2f ′ (Lf)′ = 2f ′ (f ′′′ − 2f ′ − ρxf ′′) .

This shows that

Γ2(f) = (f ′′)
2

+ ρ (f ′)
2
.
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If L satisfies CD (ρ, n) then Γ2(f, f) ≥ 1
n

(Lf)2 + ρΓ (f), which would mean

Γ2(f) = (f ′′)
2

+ ρ (f ′)
2 ≥ 1

n
(f ′′ − ρxf ′)2

+ ρ (f ′)
2

=
1

n
(Lf)2 + ρΓ (f) ,

which only holds if n =∞.

Example 1.1.2. Consider the d−dimensional Bessel process with generator

L =
d2

dx2
+
d− 1

x

d

dx
,

on (0,∞). Similar computations as the example above shows that

Γ(f) = (f ′)
2

and Γ2(f) = (f ′′)
2

+
d− 1

x2
(f ′)

2
.

Also note

(Lf)2 =

(
f ′′ +

d− 1

x
f ′
)2

= (f ′′)
2

+ 2
d− 1

x
f ′f ′′ +

(d− 1)2

x2
(f ′)

2
. (1.1.8)

Now if L satisfies CD (ρ, n) then Γ2(f) ≥ 1
n

(Lf)2 + ρΓ (f) . By Cauchy-Schwarz we

have that

2

n

d− 1

x
f ′f ′′ 6

d− 1

n

(
1

x2
(f ′)

2
+ (f ′′)

2

)
. (1.1.9)

Combining (1.1.8) and (1.1.9) we have that

1

n
(Lf)2 6

d

n
(f ′′)

2
+

1

n

d (d− 1)

x2
(f ′)

2
,
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thus we can see that the optimal values for n and ρ are n = d and ρ = 0. Thus

L satisfies CD(0, d). Note that the spatial dimension is 1 yet the dimension in the

curvature dimension inequality is d ≥ 1.

We refer the reader to [BGL14] for a careful treatment of the Γ−calculus of general

Markov diffusion operators.

Unfortunately sub-Riemannian manifolds do not satisfiy CD (ρ, n) for any ρ or

n. More generally, hypoelliptic diffusions do not always satisfy CD (ρ, n). In the

work of F. Baudoin and N. Garofalo (see [BG17]) the authors introduced the no-

tion of a generalized curvature dimension-inequality. These new techniques imply

Li-Yau type inequalities, Harnack inequalities, off-diagonal Gaussian upper bounds,

Liouville type theorems and Bonnet-Myers type theorem. The authors also show

that the generalized curvature dimension inequality is satisfied by a large class of

sub-Riemannian manifolds. This class includes Carnot groups of step two, Sasakian

manifolds whose horizontal Webster-Tanaka-Ricci curvature is bounded from be-

low. Since the original work of [BG17] there have been several publications or ar-

ticles in proving generalized curvature-dimension inequalities in other settings (see

[BW14, BT18, Bau17a, Bau17b, BB16, Bau16, BBG14, Wan14, BB12]). In the second

part of this dissertation, we will use a generalized Γ-calculus to prove functional

inequalities on Kolmogorov type diffusions.

1.1.6 The Kolmogorov diffusion

The Kolmogorov diffusion is the Markov process

Xt =

(
Bx
t , y +

∫ t

0

Bx
s ds

)
,
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where Bx
t is Brownian motion started at x. Its generator is given by

L =
1

2

∂2

∂x2
+ x

∂

∂y
.

See Proposition B.0.1 for more details. Note that the integrated Brownian motion

process

∫ t

0

Bx
s ds by itself is not a Markov process.

It was first introduced by Kolmogorov in his 1934 Ann. Math. paper [Kol34],

where he provided an explicit expression for the transition density:

pt (x, y;u, v) =

√
3

πt2
exp

(
−6 (v − y)2

t3
+

6 (v − y) (u+ x)

t2

−2 (u2 + ux+ x2)

t

)
.

L. Hörmander used Kolmogorov’s operator as the simplest nontrivial example of

a hypoelliptic second order differential operator that is not elliptic. Note that the

semigroup generated by L is Gaussian from the corresponding explicit heat kernel.

However, despite an explicit Gaussian heat kernel, it is somehow challenging to derive

relevant functional inequalities for this semigroup.

This operator satisfies the weak Hörmander’s condition condition since the vector

fields
{

∂
∂x
, x ∂

∂y

}
and its lie brackets span R2. Thus L is a hypoelliptic operator. Its

corresponding carré du champ operator is Γ(f, f) =
(
∂f
∂x

)2
. This operator is a sort

of generalized square of the norm of the gradient. We often write the corresponding

diffusion process stated at (x, y) as is

Xt =

(
x+Bt, y + tx+

∫ t

0

Bsds

)
,

20



where Bt is a standard Brownian motion.

In Chapter 4 and 5 we use the coupling technique and Γ-calculus to prove gradient

estimates on the heat semigroup. There has been interest in extending gradient

estimates of the form

√
Γ (Ptf, Ptf) 6 Cp(t)

(
Pt

(
Γ (f, f)

p
2

)) 1
p

(1.1.10)

for p ∈ [1,∞) to the hypoelliptic case. In fact, Bruce Driver and Tai Melcher in

[DM05] proved (1.1.10) on the Heisenberg group for 1 < p <∞ . They showed that

that the best constant C(t) is independent of t. It was then in [Li06] that H.Q. Li

extended (1.1.10) to the case p = 1. Later, N. Eldredge in [Eld10] proved (1.1.10)

for all p ≥ 1 for H-type groups. Simpler proofs of the Lp gradient inequality on the

Heisenberg group were later shown in [BBBC08]. The authors highlighted that the

Kolmogorov operator is a degenerate type Hörmander operator. They remarked that

unlike in the Heisenberg group, the Poincaré and reverse Poincaré inequalities are not

equivalent (See Remark 4.2 of [BBBC08])

In fact (1.1.10) does not hold for the Kolmogorov operator. A counter–example

for this can be seen by taking the same function as in [BBBC08]. Let f(x, y) = y.

We see that Ptf = y + tx , Γ (Ptf, Ptf) = t2 and Γ (f, f) = 0. But if (1.1.10) were

true then we would have t 6 0, which is a contradiction. Even though this estimate

is not true, we can still prove a sharp Driver-Melcher type inequality. This will be

done in later chapters.
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1.2 Outline of the dissertation

The outline of the dissertation is as follows.

The first part of the dissertation consists of Chapters 2 and 3. The first part will be

concerned with using coupling to prove gradient estimates on the Heisenberg group.

In Chapter 2, we describe an efficient non-Markovian coupling and give estimates for

the tail of the coupling time. We use this coupling to give sharp estimates for the

total variation distance. In Chapter 3, we use the results from Chapter 2 to prove

gradient estimates for harmonic functions on the Heisenberg group. In particular, we

prove the well known Cheng-Yau inequality and a Caccioppoli type inequality on the

Heisenberg group.

The second part of the dissertation consists of Chapters 4,5,6 and 7. In Chapter 4

we introduce the motivating coupling technique that will be used in later chapters to

prove gradient estimates. In Chapter 5 we prove various sharp functional inequalities

for the Kolmogorov diffusion on Rd×Rd. In Chapter 6 we prove functional inequalities

for the relativistic diffusion. In Chapter 7 we prove gradient bounds for general

Kolmogorov type diffusions.
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Chapter 2

Successful non-Markovian coupling
in the 3-dimensional Heisenberg
group

Let B1, B2 be independent real-valued Brownian motions, starting from b1 and b2

respectively. We call the process

Xt =

(
B1(t), B2(t), a+

∫ t

0

B1(s)dB2(s)−
∫ t

0

B2(s)dB1(s)

)
(2.0.1)

Brownian motion on the Heisenberg group, with driving Brownian motion B =

(B1, B2), starting from (b1, b2, a). Let X and X̃ be coupled copies of this process

starting from (b1, b2, a) and
(
b̃1, b̃2, ã

)
respectively. Denote the coupling time

τ = inf
{
t > 0 : Xs = X̃s for all s > t

}
.

We will construct a non-Markovian coupling
(
X, X̃

)
of two Brownian motions on
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the Heisenberg group. This, via the Aldous’ inequality, will yield an upper bound on

the total variation distance between the laws of X and X̃. Before we state and prove

the main theorem, we describe the tools required in its proof.

For T > 0, let
(
Bbr, B̃br

)
be a coupling of standard Brownian bridges defined

on the interval [0, T ]. If G(T ) is a Gaussian variable with mean zero and variance

T independent of
(
Bbr, B̃br

)
, a standard covariance computation shows that the

assignment

B(t) = Bbr(t) +
t

T
G(T )

B̃(t) = B̃br(t) +
t

T
G(T ) (2.0.2)

gives a non-Markovian coupling of two standard Brownian motions on [0, T ] satisfying

B (T ) = B̃ (T ). This coupling is similar in spirit to the one developed in [BK16]. The

usefulness of this coupling strategy arises when we want to couple two copies of the

process ((B(t), F ([B]t)) : t > 0), where B is a Brownian motion, [B]t denotes the

whole Brownian path up until time t (thought of as an element of C [0, t]), and F is

a (possibly random) functional on C [0, t]. We first reflection couple the Brownian

motions until they meet. Then, by dividing the future time into intervals [Tn, Tn+1]

(usually of growing length) and constructing a suitable non-Markovian coupling of the

Brownian bridges on each such interval, we can obtain a coupling of the Brownian

paths by the above recipe in such a way that the corresponding path functionals

agree at one of the deterministic times Tn. As by construction, the coupled Brownian

motions agree at the times Tn, we achieve a successful coupling of the joint process

(B,F ). Further, the rate of coupling attained by this non-Markovian strategy is

usually significantly better than Markovian strategies, and is often near optimal (see
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[BK16]).

We will be interested in the particular choice of the random functional, namely,

F ([w]t) =

∫ t

0

w(s)dB1(s),

where B1 is a standard Brownian motion and w ∈ C [0, t]. Our coupling strategy for

the Brownian bridges on [0, T ] will be based on the Karhunen-Loéve expansion which

goes back to [Kar47, Loe48] and for examples of such expansions see [Wan08, p.21].

For the Brownian bridge we have

Bbr(t) =
√
T
∞∑
k=1

Zk

√
2 sin

(
kπt
T

)
kπ

=
√
T
∞∑
k=1

ZkgT,k (t) (2.0.3)

for t ∈ [0, T ] , where Zk are i.i.d. standard Gaussian random variables. Thus, in

order to couple two Brownian bridges on [0, T ], we will couple the random variables

{Zk}k>1.

2.1 Preliminary results

We now state and prove the following lemmas.

Lemma 2.1.1 ([BGM16]). There exists a non-Markovian coupling of the diffusions
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{(
B1(t), B2(t), a+

∫ t

0

B2(s)dB1(s)

)
: t > 0

}
,{(

B̃1(t), B̃2(t), ã+

∫ t

0

B̃2(s)dB̃1(s)

)
: t > 0

}
,

B1(0) = B̃1(0) = b1, B2(0) = B̃2(0) = b2, and a > ã,

for which the coupling time τ satisfies

P (τ > t) 6 C
(a− ã)

t

for some constant C > 0 that does not depend on the starting points and t > (a− ã).

Proof. We will write I(t) = a+
∫ t

0
B2(s)dB1(s) and Ĩ(t) = ã+

∫ t
0
B̃2(s)dB̃1(s). From

Brownian scaling, it is clear that for any r ∈ R, the following distributional equality

holds

(
B1(t)

r
,
B2(t)

r
,
a+

∫ t
0
B2(s)dB1(s)

r2

)
(2.1.1)

d
=

(
B′1(t/r2), B′2(t/r2),

a

r2
+

∫ t/r2

0

B′2(s)dB′1(s)

)
,

where B′1, B
′
2 are independent Brownian motions with B′1(0) = b1/r, B

′
2(0) = b2/r.

Thus we can assume a− ã = 1. For the general case, we can obtain the corresponding

coupling by applying the same coupling strategy to the scaled process using (2.1.1)

with r =
√
a− ã.

Let us divide the non-negative real line into intervals [2n − 1, 2n+1 − 1] , n > 0. We

will synchronously couple B1 and B̃1 at all times. Thus, we sample the same Brownian
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path for B1 and B̃1. Conditional on this Brownian path {B1(t) : t > 0} we describe

the coupling strategy for B2 and B̃2 inductively on successive intervals. Suppose we

have constructed the coupling on [0, 2n − 1] in such a way that the coupled Brownian

motions B2 and B̃2 satisfy B2(2n − 1) = B̃2(2n − 1) = b2 and I(2n − 1) > Ĩ(2n − 1).

Conditional on
{(
B2(t), B̃2(t)

)
: t 6 2n − 1

}
and the whole Brownian path B1, we

will construct the coupling of B2(t)− b2 and B̃2(t)− b2 for t ∈ [2n − 1, 2n+1 − 1]. To

this end, we will couple two Brownian bridges Bbr and B̃br on [2n − 1, 2n+1 − 1], then

sample an independent Gaussian random variable G(2n) with mean zero, variance 2n

and finally use the recipe (4.3.2) to get the coupling of B2 and B̃2 on [2n − 1, 2n+1 − 1].

Let
(
Z

(n)
1 , Z

(n)
2 , . . .

)
and

(
Z̃

(n)
1 , Z̃

(n)
2 , . . .

)
denote the Gaussian coefficients in the

Karhunen-Loève expansion (4.3.3) corresponding to Bbr and B̃br respectively. Sample

i.i.d Gaussians Zk and set Z
(n)
k = Z̃

(n)
k = Zk for k > 2. Now we construct the

coupling of Z
(n)
1 and Z̃

(n)
1 . Let W (n) be a standard Brownian motion starting from

zero, independent of
{(
B2(t), B̃2(t)

)
: t 6 2n − 1

}
, {Zk}k>2 and B1. In what follows

we will repeatedly use the following random functional

λn (t) =
2

π

∫ t

2n−1

√
2 sin

(
π(s− 2n + 1)

2n

)
dB1(s), 2n − 1 6 t 6 2n+1 − 1. (2.1.2)

Define the random time σ(n) by

σ(n) =


inf

{
t > 0 : W (n)(t) = −(I(2n−1)−Ĩ(2n−1))

λn(2n+1−1)

}
, if λn (2n+1 − 1) 6= 0,

∞, otherwise.
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As λn (2n+1 − 1) is a Gaussian random variable with mean zero and variance

4

π2

∫ 2n+1−1

2n−1

2 sin2

(
π(s− 2n + 1)

2n

)
ds =

2n+2

π2
,

the time σ(n) is finite for almost every realization of the Brownian path B1. Now,

define W̃ (n) as follows

W̃ (n)(t) =


−W (n)(t) if t 6 σ(n)

W (n)(t)− 2W (n)
(
σ(n)

)
if t > σ(n).

Conditional on
{(
B2(t), B̃2(t)

)
: t 6 2n − 1

}
, {Zk}k>2 and B1, σ(n) is a stopping

time for W (n). Thus W̃ (n) defined above is also a Brownian motion independent of{(
B2(t), B̃2(t)

)
: t 6 2n − 1

}
, {Zk}k>2 and B1.

Finally, we set Z
(n)
1 = 2−n/2W (n) (2n) and Z̃

(n)
1 = 2−n/2W̃ (n) (2n). Under this

coupling we get

I(t)− Ĩ(t) = I (2n − 1)− Ĩ (2n − 1) +W (n)
(
2n ∧ σ(n)

)
λn (t) , (2.1.3)

for t ∈ [2n − 1, 2n+1 − 1]. In particular, I (2n+1 − 1)− Ĩ (2n+1 − 1) > 0 and equals to

zero if and only if σ(n) 6 2n. If I (2n − 1)− Ĩ (2n − 1) = 0, we synchronously couple

B2, B̃2 after time 2n − 1. By induction, the coupling is defined for all time.

Now, we claim that the coupling constructed above gives the required bound on

the coupling rate. Using Lévy’s characterization of Brownian motion and the fact

that the
{
W (n)

}
n>1

are independent of the Brownian path B1, we obtain a Brownian
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motion B? independent of B1 such that for all t > 0,

∞∑
k=0

λk
(
2k+1 − 1

)
W (k)

((
t− 2k + 1

)+ ∧ 2k
)

= B? (T (t)) ,

where

T (t) =

∫ t

0

∞∑
k=0

λ2
k

(
2k+1 − 1

)
1
(
2k − 1 < s 6 2k+1 − 1

)
ds.

Note that for any n > 0, the coupling happens after time 2n+1 − 1 if and only if

σ(k) > 2k for all k 6 n, that is, B?(t) > (ã− a) = −1 for all t 6 T (2n+1 − 1).

Therefore, if for y ∈ R, τ ?y denoted the hitting time of level y for the Brownian

motion B?, then we have

P
(
τ > 2n+1 − 1

)
= P

(
τ ?−1 > T

(
2n+1 − 1

))
.

By a standard hitting time estimate for Brownian motion, we see that there is a

constant C > 0 that does not depend on b1, b2, a, ã such that

P
(
τ > 2n+1 − 1

)
6 CE

[
1√

T (2n+1 − 1)

]
. (2.1.4)

Thus, we need to obtain an estimate for the right hand side in (4.3.5). Note that

2−2nT (2n+1 − 1) has the same distribution as

Ψn :=
4

π2

n∑
k=0

2−2kU2
k ,

where the Uk are i.i.d. standard Gaussian random variables.

For n > 1, Ψ
−1/2
n 6 Ψ

−1/2
1 6 π (U2

0 + U2
1 )
−1/2

. As
√
U2

0 + U2
1 has density re−r

2/2dr
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with respect to the Lebesgue measure for r > 0, we conclude that E
[
π (U2

0 + U2
1 )
−1/2

]
<

∞. Thus, for n > 1

E

[
1√

2−2nT (2n+1 − 1)

]
= E

[
Ψ−1/2
n

]
6 E

[
Ψ
−1/2
1

]
6 E

[
π
(
U2

0 + U2
1

)−1/2
]
<∞.

This, along with (4.3.5), implies that there is a positive constant C not depending on

b1, b2, a, ã such that for n > 1,

P
(
τ > 2n+1 − 1

)
6
C

2n
.

It is easy to check that the above inequality implies the lemma.

Remark 2.1.2 ([BGM16]). Under the hypothesis of Lemma 2.1.1, it is not possible

to obtain the given rate of decay of the probability of failing to couple by time t

(coupling rate) with any Markovian coupling. The proof of this proceeds similar to

that of [BK16, Lemma 3.1]. We sketch it here. Under any Markovian coupling µ, a

simple Fubini argument shows that there exists a deterministic time t0 > 0 such that

µ
(
B(t0) 6= B̃(t0)

)
> 0. Let τB represent the first time when the Brownian motions

B and B̃ meet after time t0 (which should happen at or before the coupling time of X

and X̃). Let Ft0 denote the filtration generated by B and B̃ up to time t0 and let Eµ

denote expectation under the coupling law µ. Then, from the fact that the maximal

coupling rate of Brownian motion (equivalently the total variation distance between

B(t) and B̃(t)) decays like t−1/2, we deduce that for sufficiently large t

µ(τ > t) = EµEµ [τ > t | Ft0 ] > EµEµ
[
τB > t | Ft0

]
> Cµ(t− t0)−1/2 > Cµt

−1/2,
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where Cµ denotes a positive constant that depends on the coupling µ. Thus, any

Markovian coupling has coupling rate at least t−1/2, but the non-Markovian coupling

described in Lemma 2.1.1 gives a rate of t−1.

The next proposition gives an estimate for the cumulative distribution function

of the coupling time τ for the coupling given in Lemma 2.1.1. The estimate gives a

critical value t0 dependent on the starting points a, ã and the constant C that proves

when there is a positive probability of failure to couple.

Proposition 2.1.3. Consider the coupling and the coupling time τ given in Lemma

2.1.1. We have that

P (τ 6 t) 6 C
(
t2 − 1

) 1

|a− ã|2
.

Moreover if we choose t < t0 =
√

1
C
|a− ã|2 + 1 then P (τ < t) < 1 and

P
(
Xt 6= X̃t for 0 < t < t0

)
> 0.

Proof. First thing is note that B? is independent of B1, while T (t) is defined in terms

of B1. Thus B? and T (t) are independent of each other. Since

P
(
τ > 2n+1 − 1

)
= P

(
τ ?(ã−a)/2 > T

(
2n+1 − 1

))
then 1− P (τ > 2n+1 − 1) = 1− P

(
τ ?(ã−a)/2 > T (2n+1 − 1)

)
which means that

P
(
τ 6 2n+1 − 1

)
= P

(
τ ?(ã−a)/2 6 T

(
2n+1 − 1

))
.
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Since τ ?(a−ã)/2 is almost surely not zero then

P
(
τ 6 2n+1 − 1

)
= P

(
τ ?(ã−a)/2 6 T

(
2n+1 − 1

))
= P

(
T (2n+1 − 1)

τ ?(ã−a)/2

≥ 1

)

6 E

[
T (2n+1 − 1)

τ ?(ã−a)/2

]

= E
[
T
(
2n+1 − 1

)]
E

[
1

τ ?(ã−a)/2

]
.

From Brownian motion hitting time estimates the density of τ ?b is |b|e
−b2/(2t)
√

2πt3
so that

Y = b2

Z2 where Z ∼ N(0, 1) and Y ∼ τ ?b . So if b = (a− ã)/2 then

E

[
1

τ ?(ã−a)/2

]
= E

(
Z2

b2

)
=

1

b2

2σ2
√

2σ2

√
π

=
C

b2

=
C

|a− ã|2
.

Now recall that

T (t) =

∫ t

0

∞∑
k=0

λ2
kI
(
2k − 1 < s 6 2k+1 − 1

)
ds
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where λk =
∫ 2k+1−1

2k−1

√
2 sin

(
πs
2k

)
dB1(s) ∼ N

(
0, 2k

)
. So that

E
[
T
(
2n+1 − 1

)]
= E

∫ 2n+1−1

0

n∑
k=0

λ2
kI
(
2k − 1 < s 6 2k+1 − 1

)
ds

= E
n∑
k=0

∫ 2k+1−1

2k−1

λ2
kds

=
n∑
k=0

2kEλ2
k

=
n∑
k=0

22k =
n∑
k=0

4k

=
4 (1− 4n+1)

(1− 4)

=
4

3

((
2n+1

)2 − 1
)

=
4

3

((
2n+1

)
− 1
) ((

2n+1
)

+ 1
)

=
4

3

((
2n+1

)
− 1
) ((

2n+1
)
− 1 + 2

)
.

Thus

P
(
τ 6 2k+1 − 1

)
6 C

((
2n+1

)2 − 1
) 1

|a− ã|2
.

So that if 2nλ 6 t 6 2n for λ < 1 then

P (τ 6 t) 6 C
(
(2n)2 − 1

) 1

|a− ã|2

6 C

(
2

1

λ
t2 − 1

)
1

|a− ã|2
.

Taking λ→ 1 we have that

P (τ 6 t) 6 Ct (t+ 2)
1

|a− ã|2
.
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Note that we can compute the constant C explicilty above. By choosing Ct (t+ 2) 1
|a−ã|2 <

1 then C (t2 + 2t) < |a− ã|2 so that t <
√

1
C
|a− ã|2 + 1 . Thus we know that there

is a chance that this the Brownian motions doesn’t couple if t <
√

1
C
|a− ã|2 + 1.

The next lemma gives an estimate of the tail of the law of the stochastic integral∫ t
0
B2(s)dB1(s) run until the first time B2 hits zero.

Lemma 2.1.4 ([BGM16]). Let B1, B2 be independent Brownian motions with B2(0) =

b > 0. For z ∈ R, let τz denote the hitting time of level z by B2. Then

P
(∫ τ0

0

B2(s)dB1(s) > y

)
6

2b
√
y

for y > b2.

Proof. For any level z > b, we can write

P
(∫ τ0

0

B2(s)dB1(s) > y

)
=

P
(∫ τ0

0

B2(s)dB1(s) > y, τz < τ0

)
+ P

(∫ τ0

0

B2(s)dB1(s) > y, τz > τ0

)
6

P (τz < τ0) +
E
[∫ τ0∧τz

0
B2

2(s)ds
]

y2
6

P (τz < τ0) +
z2

y2
E [τ0 ∧ τz] ,

where the second step follows from Chebyshev’s inequality. From standard estimates

for Brownian motion, P (τz < τ0) = b/z and E [τ0 ∧ τz] = b(z − b) 6 bz. Using these

in the above, we get

P
(∫ τ0

0

B2(s)dB1(s) > y

)
6
b

z
+
bz3

y2
.

As this bound holds for arbitrary z > b, the result follows by choosing z =
√
y.
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Consider two coupled Brownian motions
(
X, X̃

)
on the Heisenberg group starting

from (b1, b2, a) and
(
b1, b̃2, ã

)
respectively. A key object in our coupling construction

for Brownian motions on the Heisenberg group H3 will be the invariant difference of

stochastic areas given by

A(t) = (a− ã) +

(∫ t

0

B1(s)dB2(s)−
∫ t

0

B2(s)dB1(s)

)
(2.1.5)

−
(∫ t

0

B̃1(s)dB̃2(s)−
∫ t

0

B̃2(s)dB̃1(s)

)
+B1(t)B̃2(t)−B2(t)B̃1(t).

Note that the Lévy stochastic area is invariant under rotations of coordinates. If

the Brownian motions B1 and B̃1 are synchronously coupled at all times, then as the

covariation between B1 and B2 (and between B1 and B̃2) is zero,

A(t)− A(0) = −2

∫ t

0

B2(s)dB1(s) + 2

∫ t

0

B̃2(s)dB1(s), (2.1.6)

where

A(0) = a− ã+ b1b̃2 − b2b̃1, (2.1.7)

for t > 0. The next lemma establishes a control on the invariant difference evaluated

at the time when the Brownian motions B2 and B̃2 first meet, provided they are

reflection coupled up to that time.

Lemma 2.1.5 ([BGM16]). Let B1 be a real-valued Brownian motion starting from

b1, and let B2, B̃2 be reflection coupled one-dimensional Brownian motions starting

from b2 and b̃2 respectively. Consider the invariant difference of stochastic areas given

by (2.1.5) with B1 = B̃1. Define T1 = inf
{
t > 0 : B2(t) = B̃2(t)

}
. Then there exists
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a positive constant C that does not depend on b1, b2, b̃2, a, ã such that for any

t > max

{∣∣∣b2 − b̃2

∣∣∣2 , 2 ∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣} ,
we have the estimate

E
[
|A (T1)|

t
∧ 1

]
6 C


∣∣∣b2 − b̃2

∣∣∣
√
t

+

∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣
t

 .

Proof. In the proof, C,C ′ will denote generic positive constants that do not depend

on b1, b2, b̃2, a, ã, whose values might change from line to line. For any t > 0,

E
[
|A (T1)|

t
∧ 1

]
6

∞∑
k=0

E
[
|A (T1)|

t
∧ 1; 2−k−1t < |A (T1)| 6 2−kt

]
+ P (|A (T1)| > t)

6
∞∑
k=0

2−kP
(
2−k−1t < |A (T1)| 6 2−kt

)
+ P (|A (T1)| > t)

6
∞∑
k=0

2−kP
(
|A (T1)| > 2−k−1t

)
+ P (|A (T1)| > t) . (2.1.8)

As B2 and B̃2 are reflection coupled, we can rewrite (2.1.6) as

A(t)− A(0) = −2

∫ t

0

(
B2(s)− B̃2(s)

)
dB1(s)

where 1
2

(
B2 − B̃2

)
is a Brownian motion starting from 1

2

(
b2 − b̃2

)
and independent
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of B1. By Lemma 2.1.4, for t > max

{∣∣∣b2 − b̃2

∣∣∣2 , 2 |A(0)|
}
,

P (|A (T1)| > t) 6 P (|A (T1)− A (0)| > t− |A (0)|)

6 P
(
|A (T1)− A (0)| > t

2

)
6 C

∣∣∣b2 − b̃2

∣∣∣
√
t

. (2.1.9)

Further, for t > max

{∣∣∣b2 − b̃2

∣∣∣2 , 2 |A(0)|
}
,

∞∑
k=0

2−kP
(
|A (T1)| > 2−k−1t

)
=

∑
k:2−k−1t6max

{
|b2−b̃2|2,2|A(0)|

} 2−kP
(
|A (T1)| > 2−k−1t

)
+

∑
k:2−k−1t>max

{
|b2−b̃2|2,2|A(0)|

} 2−kP
(
|A (T1)| > 2−k−1t

)
. (2.1.10)

To estimate the first term on the right hand side of (2.1.10), let k0 be the smallest

integer k such that 2−k−1t 6 max

{∣∣∣b2 − b̃2

∣∣∣2 , 2 |A(0)|
}

. Then,

∑
k:2−k−1t6max

{
|b2−b̃2|2,2|A(0)|

} 2−kP
(
|A (T1)| > 2−k−1t

)

6
∞∑

k=k0

2−k = 2−k0+1 =
4

t
2−k0−1t 6

4

t
max

{∣∣∣b2 − b̃2

∣∣∣2 , 2 |A(0)|
}

6 8


∣∣∣b2 − b̃2

∣∣∣2
t

+
|A(0)|
t

 6 8


∣∣∣b2 − b̃2

∣∣∣
√
t

+

∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣
t

 , (2.1.11)

where we used the facts that
|b2−b̃2|2

t
6
|b2−b̃2|√

t
for t >

∣∣∣b2 − b̃2

∣∣∣2 and A(0) = a − ã +
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b1b̃2 − b2b̃1 to get the last inequality.

To estimate the second term on the right hand side of (2.1.10), we use Lemma

2.1.4 to get

∑
k:2−k−1t>max

{
|b2−b̃2|2,2|A(0)|

} 2−kP
(
|A (T1)| > 2−k−1t

)
6

C√
t

∑
k:2−k−1t>max

{
|b2−b̃2|2,2|A(0)|

} 2−k/2
∣∣∣b2 − b̃2

∣∣∣
6
C
∣∣∣b2 − b̃2

∣∣∣
√
t

∞∑
k=0

2−k/2 6 C ′

∣∣∣b2 − b̃2

∣∣∣
√
t

. (2.1.12)

Using (2.1.11) and (2.1.12) in (2.1.10),

∞∑
k=0

2−kP
(
|A (T1)| > 2−k−1t

)
6 C


∣∣∣b2 − b̃2

∣∣∣
√
t

+

∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣
t

 . (2.1.13)

Using (2.1.9) and (2.1.13) in (2.1.8), we complete the proof of the lemma.

2.2 Main result

Now, we state and prove our main theorem on coupling of Brownian motions on the

Heisenberg group H3.

Theorem 2.2.1 ([BGM16]). There exists a non-Markovian coupling
(
X, X̃

)
of two

Brownian motions on the Heisenberg group starting from (b1, b2, a) and
(
b̃1, b̃2, ã

)
respectively, and a constant C > 0 which does not depend on the starting points such
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that the coupling time τ satisfies

P (τ > t) 6 C


∣∣∣b− b̃

∣∣∣
√
t

+

∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣
t



for t > max

{∣∣∣b− b̃
∣∣∣2 , 2 ∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣}. Here b = (b1, b2) and b̃ =
(
b̃1, b̃2

)
.

Proof. We will explicitly construct the non-Markovian coupling. In the proof, C will

denote a generic positive constant that does not depend on the starting points.

Since the Lévy stochastic area is invariant under rotations of coordinates, it suffices

to consider the case when b1 = b̃1. Recall the invariant difference of stochastic areas

A defined by (2.1.5). We will synchronously couple the Brownian motions B1 and

B̃1 at all times. Recall that under this setup, the invariant difference takes the form

(2.1.6). The coupling comprises the following two steps.

Step 1. We use a reflection coupling for B2 and B̃2 until the first time they meet.

Let T1 = inf
{
t > 0 : B2(t) = B̃2(t)

}
.

Step 2. After time T1 we apply the coupling strategy described in Lemma 2.1.1

to the diffusions

{(
B1(t), B2(t), A(T1) +

∫ t

T1

B2(s)dB1(s)

)
: t > T1

}
,{(

B̃1(t), B̃2(t),

∫ t

T1

B̃2(s)dB̃1(s)

)
: t > T1

}
.

By standard estimates for the Brownian hitting time we have

P (T1 > t) 6
C
∣∣∣b2 − b̃2

∣∣∣
√
t

(2.2.1)
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for t >
∣∣∣b2 − b̃2

∣∣∣2. By Lemma 2.1.1 and Lemma 2.1.5, for t > max

{∣∣∣b2 − b̃2

∣∣∣2 , 2 |A(0)|
}

,

P (τ − T1 > t) 6 CE
[
|A (T1)|

t
∧ 1

]

6 C


∣∣∣b2 − b̃2

∣∣∣
√
t

+

∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣
t

 . (2.2.2)

Equations (2.2.1) and (2.2.2) together yield the required tail bound on the coupling

time probability stated in the theorem.

An interesting observation to note from Theorem 2.2.1 is that, if the Brownian

motions start from the same point, then the coupling rate is significantly faster.

The above coupling can be used to get sharp estimates on the total variation

distance between the laws of two Brownian motions on the Heisenberg group starting

from distinct points.

Theorem 2.2.2 ([BGM16]). If dTV denotes the total variation distance between prob-

ability measures, and L (Xt) ,L
(
X̃t

)
denote the laws of Brownian motions on the

Heisenberg group starting from (b1, b2, a) and
(
b̃1, b̃2, ã

)
respectively, then there exists

positive constants C1, C2 not depending on the starting points such that

dTV

(
L (Xt) ,L

(
X̃t

))
6 C1


∣∣∣b− b̃

∣∣∣
√
t

+

∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣
t


dTV

(
L (Xt) ,L

(
X̃t

))
> C2


∣∣∣b− b̃

∣∣∣
√
t

1(b 6= b̃) +
|a− ã|
t

1(b = b̃)



for t > max

{∣∣∣b− b̃
∣∣∣2 , 2 ∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣}.
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Proof. The upper bound on the total variation distance follows from Theorem 2.2.1

and the Aldous’ inequality (1.1.1).

To prove the lower bound, we first address the case b 6= b̃. It is straightforward

to see from the definition of the total variation distance that

dTV

(
L (Xt) ,L

(
X̃t

))
> dTV

(
L (Bt) ,L

(
B̃t

))
.

Thus, when b 6= b̃, the lower bound in the theorem follows from the standard esti-

mate on the total variation distance between the laws of Brownian motions using the

reflection principle

dTV

(
L (Bt) ,L

(
B̃t

))
= P

|N(0, 1)| 6

∣∣∣b− b̃
∣∣∣

2
√
t

 >
1√
2πe

∣∣∣b− b̃
∣∣∣

√
t

.

where N(0, 1) denotes a standard Gaussian variable.

Now, we deal with the case b = b̃. As the generator of Brownian motion on

the Heisenberg group is hypoelliptic, the law of Brownian motion starting from

(u, v, w) has a density with respect to the Lebesgue measure on R3 which coin-

cides with the Haar measure on H3. We denote by p
(u,v,w)
t (·, ·, ·) this density (the

heat kernel) at time t. The heat kernel p
(u,v,w)
t (x, y, z) is a symmetric function of

((u, v, w), (x, y, z)) ∈ H3 × H3 and is invariant under left multiplication, that is,

p
(u,v,w)
t (x, y, z) = pet ((u, v, w)−1 (x, y, z)) = pet ((x, y, z) (u, v, w)−1). Using the fact

that (u, v, w)−1 = (−u,−v,−w) we see that

p
(u,v,w)
t (x, y, z) = pet (x− u, y − v, z − w − uy + vx), where e = (0, 0, 0). (2.2.3)
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Then

dTV

(
L (Xt) ,L

(
X̃t

))
=

∫
R3

∣∣∣p(b1,b2,a)
t (x, y, z)− p(b1,b2,ã)

t (x, y, z)
∣∣∣ dxdydz

=

∫
R3

|pet (x− b1, y − b2, z − a− b1y + b2x)

−pet (x− b1, y − b2, z − ã− b1y + b2x)| dxdydz

=

∫
R3

|pet (x, y, z − a)− pet (x, y, z − ã)| dxdydz

>
∫
R
|ft(z − a)− ft(z − ã)| dz,

where ft denotes the density with respect to the Lebesgue measure of the Lévy

stochastic area at time t when the driving Brownian motion starts at the origin.

The third equality above follows by a simple change of variable formula and the last

step follows from two applications of the inequality
∣∣∫

R f(x)dx
∣∣ 6

∫
R |f(x)|dx for

real-valued measurable f .

From Brownian scaling, it is easy to see that

ft(z) =
1

t
f1

(z
t

)
, z ∈ R.

Substituting this in the above and using the change of variable formula again, we get

dTV

(
L (Xt) ,L

(
X̃t

))
>
∫
R

∣∣∣∣f1

(
z − a

t

)
− f1

(
z − ã

t

)∣∣∣∣ dz
=

∫
R

∣∣∣∣f1

(
z − a− ã

t

)
− f1 (z)

∣∣∣∣ dz
>
∫
|z|>1

∣∣∣∣f1

(
z − a− ã

t

)
− f1 (z)

∣∣∣∣ dz.
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The explicit form of f1 is well-known (see, for example, [Yor91] or [Neu96, p. 32])

f1(z) =
1

cosh πz
, z ∈ R.

Without loss of generality, we assume a > ã. By the mean value theorem and the

assumption made in the theorem that a−ã
t

6 1
2
,

∣∣∣∣f1

(
z − a− ã

t

)
− f1 (z)

∣∣∣∣ > a− ã
t

inf
ζ∈[z−a−ãt ,z]

|f ′1(ζ)|

>
a− ã
t

inf
ζ∈[z− 1

2
,z]
|f ′1(ζ)|.

We can explicitly compute

|f ′1(ζ)| = 2π|eπζ − e−πζ |
(eπζ + e−πζ)2

.

This is an even function which is strictly decreasing for ζ > 1/2. Thus, for |z| > 1,

inf
ζ∈[z− 1

2
,z]
|f ′1(ζ)| > |f ′1(3z/2)|.

Thus,

dTV

(
L (Xt) ,L

(
X̃t

))
>
∫
|z|>1

∣∣∣∣f1

(
z − a− ã

t

)
− f1 (z)

∣∣∣∣ dz
>
|a− ã|
t

∫
|z|>1

|f ′1(3z/2)|dz = C2
|a− ã|
t

,

which completes the proof of the theorem.

Several remarks are in order.
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Remark 2.2.3 ([BGM16]). Theorem 2.2.2 shows that the non-Markovian coupling

strategy we constructed is, in fact, an efficient coupling strategy in the sense that the

coupling rate decays according to the same power of t as the total variation distance

between the laws of the Brownian motions X and X̃. We refer to [BK16, Definition

1] for the precise notion of efficiency.

Remark 2.2.4 ([BGM16]). Although we have stated our results without any quan-

titative bounds on the constants appearing in the coupling time and total variation

estimates, it is possible to track concrete numerical bounds from the proofs presented

above.

We need the following elementary fact. For any x > 0 and 0 6 y 6 1

x+ y 6
√

2
(
x2 + y

) 1
2 . (2.2.4)

Indeed,

(x+ y)2 6 2x2 + 2y2 6 2
(
x2 + y

)
,

since y 6 1. This immediately gives us the following result.

Proposition 2.2.5 ([BGM16]). Assume that
∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣ < 1. Then there

exists a constant C > 0 such that

P (τ > t) 6
C√
t
dCC

(
(b1, b2, a) ,

(
b̃1,b̃2, ã

))

for t > max

{∣∣∣b− b̃
∣∣∣2 , 2 ∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣ , 1}.
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Proof. Since t > 1, then 1
t
6 1√

t
, so by Theorem 2.2.1

P (τ > t) 6 C


∣∣∣b− b̃

∣∣∣
√
t

+

∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣
t


6

C√
t

(∣∣∣b− b̃
∣∣∣+
∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣)
6

C√
t

(∣∣∣b− b̃
∣∣∣2 +

∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣) 1
2

where we used (2.2.4) in the last inequality. Now we consider

ρ
(

(b1, b2, a) ,
(
b̃1,, b̃2, ã

))
=

(∣∣∣b− b̃
∣∣∣2 +

∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣) 1
2

,

as defined by (1.1.6). Recall from Section 1.1 that this pseudo-metric is equivalent

to the Carnot-Carathéodory distance dCC

(
(b1, b2, a) ,

(
b̃1, b̃2, ã

))
. This gives us the

desired inequality.

Liouville type theorems have been known for the Heisenberg group and other types

of Carnot groups (e.g. [BLU07, Theorem 5.8.1]). Using the coupling we constructed,

we derive a functional inequality (a form of which appeared as [BBBC08, Equation

(24)]) which consequently gives us the Liouville property rather easily.

In the following, for any bounded measurable function u : H3 → R and any

x ∈ H3, we define

Ptu(x) = Eu (Xx
t ) ,

where Xx is a Brownian motion on the Heisenberg group starting from x. By ‖ · ‖∞

we denote the sup norm.
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Corollary 2.2.6 ([BGM16]). For any bounded u ∈ C∞(H3) there exists a positive

constant C, which does not depend on u, such that for any t > 1

‖∇HPtu‖∞ 6
C√
t
‖u‖∞. (2.2.5)

Consequently, if ∆Hu = 0, then u is a constant.

Proof. Fix t > 1. Take two distinct points (b1, b2, a) and
(
b̃1, b̃2, ã

)
in (H3, dCC)

sufficiently close to (b1, b2, a) with respect to the distance dCC in such a way that

max

{∣∣∣b− b̃
∣∣∣2 , 2 ∣∣∣a− ã+ b1b̃2 − b2b̃1

∣∣∣} 6 1.

Then, using the coupling (X, X̃) constructed in Theorem 2.2.1 and by Proposition

2.2.5, we get

∣∣∣Ptu (b1, b2, a)− Ptu
(
b̃1, b̃2, ã

)∣∣∣ =
∣∣∣E(u (Xt)− u

(
X̃t

)
: τ > t

)∣∣∣
6 2 ‖u‖∞ P (τ > t) 6

2C√
t
‖u‖∞ dCC

(
(b1, b2, a) ,

(
b̃1,b̃2, ã

))
.

Dividing by dCC

(
(b1, b2, a) ,

(
b̃1,b̃2, ã

))
on both sides above and taking a supremum

over all points
(
b̃1,b̃2, ã

)
6= (b1, b2, a), we get (2.2.5).

Finally if ∆Hu = 0, then Ptu = u for all t > 0. Taking t → ∞ in (2.2.5), we get

∇Hu ≡ 0 and hence u ∈ C∞(H3) is constant by [BLU07, Proposition 1.5.6].
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Chapter 3

Gradient estimates in the
3-dimensional Heisenberg group

The goal of this chapter is to prove gradient estimates using the coupling construction

introduced earlier. Let x = (b1, b2, a) and x̃ = (b̃1, b̃2, ã). We let (X, X̃) be the non-

Markovian coupling of two Brownian motions X and X̃ on the Heisenberg group

starting from x and x̃ respectively as described in Theorem 2.2.1. For a set Q, define

the exit time of a process Xt from this set by

τQ (X) = inf {t > 0 : Xt /∈ Q} .

The oscillation of a function over a set Q is defined by

osc
Q
u ≡ sup

Q
u− inf

Q
u.
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3.1 Preliminary results

Before we can formulate and prove the main results of this section, Theorems 3.2.1

and 3.2.3, we need two preliminary results. Lemma 3.1.1 gives second moment esti-

mates for supt6τ∧1 |
∫ t

0
(B2(s)−b2)dB1(s)|, supt6τ∧1 |B1(t)−b1| and supt6τ∧1 |B2(t)−b2|

under the coupling constructed above, when the coupled Brownian motions start from

the same point (b1, b2). It would be natural to want to apply here Burkholder-Davis-

Gundy (BDG) inequalities such as [KS91, p. 163]) which give sharp estimates of

moments of supt6T |Mt| for any continuous local martingale M in terms of the mo-

ments of its quadratic variation 〈M〉T when T is a stopping time. But the coupling

time τ is not a stopping time with respect to the filtration generated by (B1, B2), and

therefore we can not apply these inequalities to get the moment estimates.

Lemma 3.1.1 ([BGM16]). Consider the coupling of the diffusions

{(
B1(t), B2(t), a+

∫ t

0

B2(s)dB1(s)

)
: t > 0

}
{(

B̃1(t), B̃2(t), ã+

∫ t

0

B̃2(s)dB̃1(s)

)
: t > 0

}
,

described in Lemma 2.1.1, with B1(0) = B̃1(0) = b1, B2(0) = B̃2(0) = b2 and a >

ã, with coupling time τ . Then there exists a positive constant C not depending on

b1, b2, a, ã such that we have the following

(i) E
(

supt6τ∧1

∣∣∣∫ t0 (B2(s)− b2)dB1(s)
∣∣∣)2

6 CE(τ ∧ 1)2,

(ii) E
(
supt6τ∧1 |B1(t)− b1|

)4
6 CE(τ ∧ 1)2,

(iii) E
(
supt6τ∧1 |B2(t)− b2|

)4
6 CE(τ ∧ 1)2.
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Proof. In this proof, C will denote a generic positive constant whose value does not

depend on b1, b2, a, ã. Our basic strategy will be to find appropriate enlargements of

the natural filtration generated by (B1, B2) under which τ becomes a stopping time,

and then use the Burkholder-Davis-Gundy inequality.

It suffices to prove the statement for b1 = b2 = 0. Moreover, using scaling of

Brownian motion, it is straightforward to check that it is sufficient to prove the

statement with a − ã = 1 and τ ∧ 1 replaced by τ ∧M (for arbitrary M > 0). We

write B2(t) = Y1(t) + Y2(t), where

Y1(t) =
∞∑
n=0

2n/2Z
(n)
1 gn,1((t− 2n + 1)+ ∧ 2n)

Y2(t) =
∞∑
n=0

2n/2

(
(t− 2n + 1)+ ∧ 2n

2n
Z

(n)
0 +

∞∑
k=2

Z
(n)
k gn,k((t− 2n + 1)+ ∧ 2n)

)
(3.1.1)

with gn,k(t) = g2n,k (t) as defined in the Karhunen-Loève expansion (4.3.3) and Z
(n)
0 =

2−n/2G(2n) for a a Gaussian variable with mean zero and variance 2n as we used in

(4.3.2).

Consider the filtration

F∗t = σ
(
{B1(s) : s 6 t} ∪ {W (n)(s) : n > 0, 0 6 s 6∞} ∪ {Z(n)

k : n > 0, k > 2}
)
.

We assume without loss of generality that {F∗t }t>0 is augmented, in the sense that

all the null sets of F∗∞ and their subsets lie in F∗0 . We claim that τ is a stopping time

under the above filtration. To see this, recall that by the definition of coupling time,

the coupled processes must evolve together after the coupling time and thus, by the
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coupling construction given in Lemma 2.1.1 (in particular, see (2.1.3)),

P[τ ∈ {2n+1 − 1 : n > 0}] = 1. (3.1.2)

Thus, to show that τ is a stopping time with respect to F∗t , it suffices to show that

{τ > 2n+1−1} is measurable with respect to F∗2n+1−1 for each n > 0. This is because,

for t ∈ [2n+1 − 1, 2n+2 − 1) (n > 0),

{τ > t} = {τ > 2n+1 − 1}

almost surely with respect to the coupling measure P, by (3.1.2). Note that for any

n > 0,

{τ > 2n+1 − 1} =
n⋂

m=0

{σ(m) > 2m}.

Recall that

σ(m) = inf
{
t > 0 : W (m)(t) =

−
(
I(2m − 1)− Ĩ(2m − 1)

)/(
2

∫ 2m+1−1

2m−1

gm,1(s− 2m + 1)dB1(s)

)}

and on the event {τ > 2m+1 − 1},

B2(s)− B̃2(s) = Y1(s)− Ỹ1(s) = 2Y1(s), for all 0 6 s 6 2m+1 − 1.

As {Y1(t) : 0 6 t 6 2m+1 − 1} depends measurably on {Z(k)
1 : 0 6 k 6 m} and

hence on {W (k)(s) : k > 0, 0 6 s < ∞}, the above representation for σ(m) implies

that the event {σ(m) > 2m} is measurable with respect to F∗2m+1−1. Thus, for each
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n > 0, {τ > 2n+1 − 1} is measurable with respect to F∗2n+1−1 and hence, τ is indeed

a stopping time with respect to {F∗t }t>0.

Also, note that
(∫ t

0
B2(s)dB1(s)

)
t>0

remains a continuous martingale under this

enlarged filtration. Thus, by the Burkholder-Davis-Gundy inequality, we get

E
(

sup
t6τ∧M

∣∣∣∣∫ t

0

B2(s)dB1(s)

∣∣∣∣)2

6 CE
(∫ τ∧M

0

B2
2(s)ds

)
6

CE

((
sup
t6τ∧M

|B2(t)|
)2

(τ ∧M)

)

Now, by the Cauchy-Schwarz inequality

E

((
sup
t6τ∧M

|B2(t)|
)2

(τ ∧M)

)
6

(
E
(

sup
t6τ∧M

|B2(t)|
)4
)1/2 (

E(τ ∧M)2
)1/2

.

Thus, to complete the proof (i) and (iii), it suffices to show that

E
(

sup
t6τ∧M

|B2(t)|
)4

6 CE(τ ∧M)2.

To show this, define the Brownian motion

W (t) =
∞∑
n=0

W (n)
(
(t− 2n + 1)+ ∧ 2n

)
and the following (augmented) filtration

F∗∗t = σ
(
{(B1(s),W (s)) : s 6 t} ∪ {Z(n)

k : n > 0, k > 2}
)
.

Exactly as before, we can check that τ is a stopping time with respect to this new
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filtration and W is a Brownian motion (hence a continuous martingale) under it.

From the representation (3.1.1), note that

sup
t6τ∧M

|Y1(t)| =
√

2

π
sup

n:2n+1−16τ∧M
|W (2n+1 − 1)−W (2n − 1)| 6 2

√
2

π
sup
t6τ∧M

|W (t)|.

Thus, by the the Burkholder-Davis-Gundy inequality

E
(

sup
t6τ∧M

|Y1(t)|
)4

6
64

π4
E
(

sup
t6τ∧M

|W (t)|
)4

6 CE(τ ∧M)2. (3.1.3)

To estimate supt6τ∧M |Y2(t)|, note that Y2 and τ are independent. Thus, by a condi-

tioning argument, it suffices to show that for fixed T > 0,

E
(

sup
t6T
|Y2(t)|

)4

6 CT 2. (3.1.4)

To see this, observe that Y2(t) = B2(t)− Y1(t) for each t > 0 and thus

sup
t6T
|Y2(t)| 6 sup

t6T
|B2(t)|+ sup

t6T
|Y1(t)|.

Again by the the Burkholder-Davis-Gundy inequality

E
(

sup
t6T
|B2(t)|

)4

6 CT 2.

By exactly the same argument as the one used to estimate the supremum of Y1, but

now applied to a fixed time T , we get

E
(

sup
t6T
|Y1(t)|

)4

6 CT 2.
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The two estimates above yield (3.1.4), and hence complete the proof of (i) and (iii).

Similarly, (ii) follows from the fact that B1 is a Brownian motion under the filtra-

tion {F∗t }t>0 and the Burkholder-Davis-Gundy inequality.

The next lemma estimates E(τ ∧ 1)2.

Lemma 3.1.2 ([BGM16]). Under the coupling of Lemma 2.1.1, there exists a positive

constant C not depending on b1, b2, a, ã such that

E(τ ∧ 1)2 6 C(|a− ã| ∧ 1).

Proof. Without loss of generality, we assume |a− ã| 6 1. We can write

E(τ ∧ 1)2 =

∫ 1

0

P(τ >
√
t)dt

6 |a− ã|2 +

∫ 1

|a−ã|2
P(τ >

√
t)dt.

From Lemma 2.1.1, we get a constant C that does not depend on b1, b2, a, ã such that

for t > |a− ã|2,

P(τ >
√
t) 6 C

|a− ã|√
t
.

Using this we get

E(τ ∧ 1)2 6 |a− ã|2 + C|a− ã|
∫ 1

0

1√
t
dt 6 (1 + 2C)|a− ã|,

which proves the lemma.
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3.2 The gradient estimate

Let D ⊂ H3 be a domain. Later in Theorem 3.2.3 we give gradient estimates for

harmonic functions in D, but we start by a result on the coupling time τ . Define the

Heisenberg ball of radius r > 0 with respect to the distance ρ

B(x, r) = {y ∈ H3 : ρ(x, y) < r}.

Recall that ρ is the pseudo-metric equivalent to dCC defined by (1.1.6). For x ∈ D,

let δx = ρ (x,Dc).

Consider the coupling of two Brownian motions on the Heisenberg group X and

X̃ starting from points x, x̃ ∈ D respectively as described by Theorem 2.2.1. We

choose these points in such a way that ρ(x, x̃) is small enough compared to δx. The

following theorem estimates the probability (as a function of δx and ρ(x, x̃)) that one

of the processes exits the ball B(x, δx) before coupling happens. This turns out to be

pivotal in proving the gradient estimate.

Theorem 3.2.1 ([BGM16]). Let x = (b1, b2, a) ∈ D, x̃ = (̃b1, b̃2, ã) ∈ D such that

ρ(x, x̃) < δx/32, |b − b̃| 6 1 and |a − ã + b1b̃2 − b2b̃1| 6 1/2. Then, under the same

coupling of Theorem 2.2.1, there exists a constant C > 0 that does not depend on

x, x̃ such that

P
(
τ > τB(x,δx) (X) ∧ τ̃B(x,δx)

(
X̃
))

6 C

(
1 +

1

δx
+

1

δ4
x

+
(1 + δx)

3

δ4
x

)
ρ(x, x̃).

Proof. In this proof, C will denote a generic positive constant (whose value might

change from line to line) that does not depend on x, x̃.
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Let b̂i = bi+b̃i
2

for i = 1, 2 and â = a+ã
2

. We define the Heisenberg cube by

Q =

{
(y1, y2, y3) ∈ R3 : max

i=1,2

∣∣∣yi − b̂i∣∣∣ ≤ δx
8
,
∣∣∣â− y3 + b̂1y2 − b̂2y1

∣∣∣ 6 δ2
x

16

}
.

Write x̂ = (b̂1, b̂2, â). It is straightforward to check that ρ(x, x̂) 6 ρ(x, x̃)/
√

2 <

δx/32
√

2. Moreover, for y ∈ Q

ρ(x̂, y) =
(
|y1 − b̂1|2 + |y2 − b̂2|2 +

∣∣∣â− y3 + b̂1y2 − b̂2y1

∣∣∣)1/2

6 |y1 − b̂1|+ |y2 − b̂2|+
∣∣∣â− y3 + b̂1y2 − b̂2y1

∣∣∣1/2 6 δx/2.

Thus, by the triangle inequality, for any y ∈ Q

ρ(x, y) 6 ρ(x, x̂) + ρ(x̂, y) < δx

and hence, Q ⊂ B(x, δx). Note that we can write Q = Q1 ∩Q2 where

Q1 =

{
(y1, y2, y3) ∈ R3 : max

i=1,2

∣∣∣yi − b̂i∣∣∣ ≤ δx
8

}
,

Q2 =

{
(y1, y2, y3) ∈ R3 :

∣∣∣â− y3 + b̂1y2 − b̂2y1

∣∣∣ 6 δ2
x

16

}
.

As the Lévy stochastic area is invariant under rotations of coordinates, it suffices to

assume that b1 = b̃1. We define

U(t) = a− â+

∫ t

0

B1(s)dB2(s)−
∫ t

0

B2(s)dB1(s) +B1(t)b̂2 −B2(t)b̂1.

Note that

dU(t) = (B1(t)− b̂1)dB2(t)− (B2(t)− b̂2)dB1(t).
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Writing

σu = inf{t > 0 : |U(t)| > u},

we observe that τQ2(X) = σδ2x/16 and hence, τQ (X) = τQ1 (X) ∧ τQ2 (X) = τQ1 (X) ∧

σδ2x/16. We can write

P
(
τ > τB(x,δx) (X) ∧ τ̃B(x,δx)

(
X̃
))

6 P(τ > τQ(X) ∧ τQ(X̃))

6 P(τ > τQ(X)) + P(τ > τQ(X̃)).

Now we estimate P(τ > τQ(X)), the second term in the inequality above can be

estimated similarly. First we define

Q∗1 =

{
(y1, y2, y3) ∈ R3 : max

i=1,2

∣∣∣yi − b̂i∣∣∣ 6 δx
16

}
.

We have

P(τ > τQ(X)) = P(τ > τQ1(X) ∧ σδ2x/16)

6 P(T1 > τQ∗
1
(X)) + P(τ > τQ1(X) ∧ σδ2x/16, T1 6 τQ∗

1
(X))

6 P(T1 > τQ∗
1
(X)) + P(σδ2x/32 6 T1 ∧ τQ∗

1
(X))

+ P(τ > τQ1(X) ∧ σδ2x/16, T1 6 τQ∗
1
(X) ∧ σδ2x/32). (3.2.1)

It follows from a computation involving standard Brownian estimates (see, for exam-

ple, the proof of [Cra92, Theorem 1]) that

P(T1 > τQ∗
1
(X)) 6 C

|b− b̃|
δx

. (3.2.2)
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To estimate the second term in (3.2.1), note that

P(σδ2x/32 6 T1 ∧ τQ∗
1
(X)) = P

(
sup

t6T1∧τQ∗
1

(X)

|U(t)| > δ2
x

32

)
.

Now, as T1∧τQ∗
1
(X) is a stopping time with respect to the natural filtration generated

by (B1, B2), by the the Burkholder-Davis-Gundy inequality

E

(
sup

t6T1∧τQ∗
1

(X)

|U(t)− U(0)|

)2

6 CE

(∫ T1∧τQ∗
1

(X)

0

|B(s)− b̂|2ds

)

6 CE

(∫ T1∧τQ∗
1

(X)

0

δ2
xds

)

6 Cδ2
xE(T1 ∧ τQ∗

1
(X)).

We can again appeal to standard Brownian estimates (e.g. see the proof of [Cra92,

Theorem 1]) to see that

E
(
T1 ∧ τQ∗

1
(X))

)
6 Cδx|b− b̂|. (3.2.3)

Using this estimate gives us

E

(
sup

t6T1∧τQ∗
1

(X)

|U(t)|

)2

6 2E

(
sup

t6T1∧τQ∗
1

(X)

|U(t)− U(0)|

)2

+ 2|U(0)|2

6 Cδ3
x|b− b̂|+ 2|a− â+ b1b̂2 − b2b̂1|2 6

C

2
δ3
x|b− b̃|+ 1

2
|a− ã+ b1b̃2 − b2b̃1|2.
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By assumption |a− ã+ b1b̃2 − b2b̃1| < 1, and therefore

E

(
sup

t6T1∧τQ∗
1

(X)

|U(t)|

)2

6 C(1 + δx)
3(|b− b̃|+ |a− ã+ b1b̃2 − b2b̃1|)

6 C(1 + δx)
3ρ(x, x̃),

where the last inequality follows from (2.2.4). Thus, by the Chebyshev inequality

P

(
sup

t6T1∧τQ∗
1

(X)

|U(t)| > δ2
x

32

)
6 C

(1 + δx)
3

δ4
x

ρ(x, x̃),

which, in turn, gives us

P(σδ2x/32 6 T1 ∧ τQ∗
1
(X)) 6 C

(1 + δx)
3

δ4
x

ρ(x, x̃). (3.2.4)

To estimate the last term in (3.2.1), we write

P(τ > τQ1(X) ∧ σδ2x/16, T1 6 τQ∗
1
(X) ∧ σδ2x/32) 6 P(τ − T1 > 1)

+ P(τ > τQ1(X) ∧ σδ2x/16, T1 6 τQ∗
1
(X) ∧ σδ2x/32, τ − T1 6 1). (3.2.5)

By Lemma 2.1.1, we get

P(τ − T1 > 1) 6 CE|A(T1) ∧ 1|,

where A is the invariant difference of stochastic areas defined in (2.1.5).

Applying Lemma 2.1.5 with t = 1 and appealing to our assumption that |b−b̃| 6 1
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and |a− ã+ b1b̃2 − b2b1| 6 1/2, we have

E|A(T1) ∧ 1| 6 C(|b− b̃|+ |a− ã+ b1b̃2 − b2b1|) 6 Cρ(x, x̃).

which gives

P(τ − T1 > 1) 6 Cρ(x, x̃). (3.2.6)

Finally, we need to estimate P(τ > τQ1(X)∧ σδ2x/16, T1 6 τQ∗
1
(X)∧ σδ2x/32, τ − T1 6 1).

Note that

P(τ >τQ1(X) ∧ σδ2x/16, T1 6 τQ∗
1
(X) ∧ σδ2x/32, τ − T1 6 1)

6 P

(
sup

T16t6T1+(τ−T1)∧1

|B1(t)−B1(T1)| > δx/16

)
+

P

(
sup

T16t6T1+(τ−T1)∧1

|B2(t)−B2(T1)| > δx/16

)

+ P

(
sup

T16t6T1+(τ−T1)∧1

|U(t)− U(T1)| > δ2
x/32,

sup
T16t6T1+(τ−T1)∧1

|B1(t)−B1(T1)| < δx/16, T1 6 τQ∗
1
(X)

)
. (3.2.7)

By the strong Markov property applied at T1, along with parts (ii) and (iii) of Lemma

3.1.1 and the Chebyshev inequality, we get

P

(
sup

T16t6T1+(τ−T1)∧1

|Bi(t)−Bi(T1)| > δx/16

)
6 C

E((τ − T1) ∧ 1)2

δ4
x

for i = 1, 2. From the explicit construction of the coupling strategy given in Theorem
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2.2.1 and Lemma 3.1.2 and Lemma 2.1.5, we obtain

E((τ − T1) ∧ 1)2 6 E|A(T1) ∧ 1| 6 Cρ(x, x̃).

and thus,

P

(
sup

T16t6T1+(τ−T1)∧1

|Bi(t)−Bi(T1)| > δx/16

)
6 C

ρ(x, x̃)

δ4
x

. (3.2.8)

for i = 1, 2. To handle the last term in (3.2.7), define

U∗(t) = U(t)− (B1(t)− b̂1)(B2(t)− b̂2).

Note that

dU∗(t) = −2(B2(t)− b̂2)dB1(t).

and U∗(T1) = U(T1) as B2(T1) = b̂2. Further, observe that

sup
T16t6T1+(τ−T1)∧1

|U(t)− U(T1)| 6

sup
T16t6T1+(τ−T1)∧1

|U∗(t)− U∗(T1)|+ sup
T16t6T1+(τ−T1)∧1

|B1(t)− b̂1||B2(t)− b̂2|.
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Using this, we can bound the last term in (3.2.7) as

P

(
sup

T16t6T1+(τ−T1)∧1

|U(t)− U(T1)| > δ2
x/32,

sup
T16t6T1+(τ−T1)∧1

|B1(t)−B1(T1)| < δx/16, T1 6 τQ∗
1
(X)

)

6 P

(
sup

T16t6T1+(τ−T1)∧1

|U∗(t)− U∗(T1)| > δ2
x/64

)

+ P

(
sup

T16t6T1+(τ−T1)∧1

|B1(t)− b̂1||B2(t)− b̂2| > δ2
x/64,

sup
T16t6T1+(τ−T1)∧1

|B1(t)−B1(T1)| < δx/16, T1 6 τQ∗
1
(X)

)
.

(3.2.9)

By conditioning at time T1 and part (i) of Lemma 3.1.1, followed by applications of

Lemma 3.1.2 and Lemma 2.1.5, we obtain

E

(
sup

T16t6T1+(τ−T1)∧1

|U∗(t)− U∗(T1)|

)2

6

4E

(
sup

T16t6T1+(τ−T1)∧1

∣∣∣∣∫ t

T1

(B2(s)− b̂2)dB1(s)

∣∣∣∣
)2

6

CE((τ − T1) ∧ 1)2 6 E|A(T1) ∧ 1| 6 Cρ(x, x̃).

Consequently, by the Chebyshev inequality

P

(
sup

T16t6T1+(τ−T1)∧1

|U∗(t)− U∗(T1)| > δ2
x/64

)
6 C

ρ(x, x̃)

δ4
x

. (3.2.10)
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Moreover,

P

(
sup

T16t6T1+(τ−T1)∧1

|B1(t)− b̂1||B2(t)− b̂2| > δ2
x/64,

sup
T16t6T1+(τ−T1)∧1

|B1(t)−B1(T1)| < δx/16, T1 6 τQ∗
1
(X)

)

6 P

(
sup

T16t6T1+(τ−T1)∧1

|B2(t)− b̂2| > δx/8

)

+ P

(
sup

T16t6T1+(τ−T1)∧1

|B1(t)− b̂1| > δx/8,

sup
T16t6T1+(τ−T1)∧1

|B1(t)−B1(T1)| < δx/16, T1 6 τQ∗
1
(X)

)
.

(3.2.11)

We use the fact B2(T1) = b̂2 and proceed exactly along the lines of the proof of (3.2.8)

to obtain

P

(
sup

T16t6T1+(τ−T1)∧1

|B2(t)− b̂2| > δx/8

)
6 C

ρ(x, x̃)

δ4
x

. (3.2.12)

The second probability appearing on the right hand side of (3.2.11) can be bounded
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as follows

P

(
sup

T16t6T1+(τ−T1)∧1

|B1(t)− b̂1| > δx/8,

sup
T16t6T1+(τ−T1)∧1

|B1(t)−B1(T1)| < δx/16, T1 6 τQ∗
1
(X)

)

6 P

(
sup

(T1∧τQ∗
1

(X))6t6(T1∧τQ∗
1

(X))+(τ−(T1∧τQ∗
1

(X)))∧1

|B1(t)− b̂1| > δx/8,

sup
(T1∧τQ∗

1
(X))6t6(T1∧τQ∗

1
(X))+(τ−(T1∧τQ∗

1
(X)))∧1

|B1(t)−B1(T1 ∧ τQ∗
1
(X))| < δx/16

)

6 P
(
|B1(T1 ∧ τQ∗

1
(X))− b̂1| > δx/16

)
. (3.2.13)

We will use the fact that b1 = b̂1. By an application of the Chebyshev inequality

followed by the Burkholder-Davis-Gundy inequality, and using (3.2.3), we get

P
(
|B1(T1 ∧ τQ∗

1
(X))− b̂1| > δx/16

)
6 C

E|B1(T1 ∧ τQ∗
1
(X))− b̂1|2

δ2
x

6 C
E sup06t6T1∧τQ∗

1
(X) |B1(t)− b1|2

δ2
x

6 C
E(T1 ∧ τQ∗

1
(X))

δ2
x

6 C
|b− b̂|
δx

.

Using this in (3.2.13),

P

(
sup

T16t6T1+(τ−T1)∧1

|B1(t)− b̂1| > δx/8,

sup
T16t6T1+(τ−T1)∧1

|B1(t)−B1(T1)| < δx/16, T1 6 τQ∗
1
(X)

)
6 C
|b− b̂|
δx

.

(3.2.14)
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Using (3.2.12) and (3.2.14) in (3.2.11), we obtain

P

(
sup

T16t6T1+(τ−T1)∧1

|B1(t)− b̂1||B2(t)− b̂2| > δ2
x/64,

sup
T16t6T1+(τ−T1)∧1

|B1(t)−B1(T1)| < δx/16, T1 6 τQ∗
1
(X)

)

6 C

(
1

δx
+

1

δ4
x

)
ρ(x, x̃). (3.2.15)

Finally, using (3.2.10) and (3.2.15) in (3.2.9),

P

(
sup

T16t6T1+(τ−T1)∧1

|U(t)− U(T1)| > δ2
x/32,

sup
T16t6T1+(τ−T1)∧1

|B1(t)−B1(T1)| < δx/16, T1 6 τQ∗
1
(X)

)

6 C

(
1

δx
+

1

δ4
x

)
ρ(x, x̃). (3.2.16)

Using the estimates from (3.2.8) and (3.2.16) in (3.2.7), we get

P(τ > τQ1(X) ∧ σδ2x/16, T1 6 τQ∗
1
(X) ∧ σδ2x/32, τ − T1 6 1)

6 C

(
1

δx
+

1

δ4
x

)
ρ(x, x̃). (3.2.17)

Using (3.2.6) and (3.2.17) in (3.2.5), we get

P(τ > τQ1(X) ∧ σδ2x/16, T1 6 τQ∗
1
(X) ∧ σδ2x/32) 6 C

(
1 +

1

δx
+

1

δ4
x

)
ρ(x, x̃). (3.2.18)
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Using the estimates (3.2.2), (3.2.4) and (3.2.18) in (3.2.1), we obtain

P(τ > τQ(X)) 6 C

(
1 +

1

δx
+

1

δ4
x

+
(1 + δx)

3

δ4
x

)
ρ(x, x̃). (3.2.19)

The same estimate for P(τ > τQ(X̃)) is obtained by interchanging the roles of x and

x̃. This completes the proof of the theorem.

Remark 3.2.2. Theorem 3.2.1 and its proof remain unchanged if we replace δx by

αδx for any α ∈ (0, 1].

The above theorem yields the gradient estimate formulated in Theorem 3.2.3.

Before we can formulate our result, we explain the argument in the proof of [Kuw10,

Proposition 4.1] that leads to (3.2.20).

Recall that ∆H denotes the sub-Laplacian which is the generator of the Brownian

motion on H3, and for any function f on H3, |∇Hf | denotes the associated length

of the horizontal gradient of f defined by (1.1.4). As before ‖·‖H denotes the norm

induced by the sub-Riemannian metric on horizontal vectors. We can use the fact

that {X ,Y} is an orthonormal frame for the horizontal distribution, therefore for any

Lipschitz continuous function u defined on a domain D in H3,

‖∇Hu‖2
H = (Xu)2 + (Yu)2

holds in D (where Xu and Yu are interpreted in the distributional sense). Now we

can use [HK00, Theorem 11.7] for the vector fields {X ,Y} in H3 identified with R3.

We need to check some assumptions in this theorem. First, if u is Lipschitz continuous
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on D, it is clear that

|∇Hu| (x) 6 sup
z,z̃∈D,z 6=z̃

|u(z)− u (z̃)|
dCC (z, z̃)

<∞,

for all x ∈ D, and hence |∇Hu| is locally integrable. In addition, as u is Lipschitz

continuous, |∇Hu| is an upper gradient of u by [Kuw10, Lemma 2.1], so [HK00,

Theorem 11.7] is applicable and we have that

‖∇Hu‖H 6 |∇Hu| , (3.2.20)

a.e. with respect to the Lebesgue measure.

Theorem 3.2.3 ([BGM16]). Suppose u satisfies ∆Hu = 0 on D ⊂ H3. Fix any con-

stant α ∈ (0, 1). There exists a constant C > 0 that does not depend on u, δx, x,D, α

such that for every x ∈ D

‖∇Hu(x)‖H 6 |∇Hu| (x) 6 C

(
1 +

1

αδx
+

1

(αδx)
4 +

(1 + αδx)
3

(αδx)
4

)
oscB(x,αδx) u.

(3.2.21)

Proof. Recall that by hypoellipticity we know that if ∆Hu = 0 then u must be

smooth. Fix α ∈ (0, 1). Since u is continuous on B (x, αδx), oscB(x,αδx) u < ∞. Let

x = (b1, b2, a) ∈ D, x̃ = (̃b1, b̃2, ã) ∈ D such that ρ(x, x̃) < αδx/32, |b − b̃| 6 1

and |a − ã + b1b̃2 − b2b̃1| 6 1/2. Consider the coupling from Theorem 2.2.1 of two

Brownian motions, X and X̃, on the Heisenberg group starting from the points x and

x̃ respectively.

By Theorem 3.2.1, Remark 3.2.2 and the equivalence of the Carnot-Carathéodory
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metric dCC and the pseudo-metric ρ, we have

P
(
τ > τB(x,αδx) (X) ∧ τ̃B(x,αδx)

(
X̃
))

6 C

(
1 +

1

αδx
+

1

(αδx)
4 +

(1 + αδx)
3

(αδx)
4

)
dCC (x, x̃) ,

where C is a constant independent of x, x̃, u, δx, D and α.

Using the coupling from Theorem 2.2.1 and Itô’s formula we have that

|u (x)− u (x̃)| =
∣∣∣E [u(XτB(x,αδx)(X)

)
− u

(
X̃τ̃B(x,αδx)(X̃)

)]∣∣∣
6 E

[∣∣∣u(XτB(x,αδx)(X)

)
− u

(
X̃τ̃B(x,αδx)(X̃)

)∣∣∣]
6
(
oscB(x,αδx) u

)
· P
(
τ > τB(x,αδx) (X) ∧ τ̃B(x,αδx)

(
X̃
))

6 C
(
oscB(x,αδx) u

)(
1 +

1

αδx
+

1

(αδx)4
+

(1 + αδx)
3

(αδx)
4

)
dCC (x, x̃) .

Since u is continuously differentiable on B (x, αδx), (3.2.20) holds for every x ∈ D.

Dividing out by dCC (x, x̃) and using (3.2.20) we have that for every x ∈ D,

‖∇Hu(x)‖H 6 |∇Hu| (x) = lim
r↓0

sup
0<dCC(x,x̃)6r

|u (x)− u (x̃)|
dCC (x, x̃)

6 C

(
1 +

1

αδx
+

1

(αδx)
4 +

(1 + αδx)
3

(αδx)
4

)
oscB(x,αδx) u,

as needed.
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3.3 Applications of the gradient estimate

In this section, we prove some corollaries and applications of the gradient estimate

in Theorem 3.2.3. One of which is the well known Cheng-Yau estimate as given

in [CY75,Yau75]. We also prove a Caccioppoli-type inequality on H3.

Corollary 3.3.1 ([BGM16]). Let u be a non-negative solution to ∆Hu = 0 on D ⊂

H3. There exists a constant C > 0 that does not depend on u, δx, x,D such that

‖∇Hu (x)‖H 6 |∇Hu| (x) 6 C

(
1 +

1

δx
+

1

δ4
x

+
(1 + δx)

3

δ4
x

)
u(x)

for every x ∈ D.

Proof. By [BLU07, Corollary 5.7.3] we have the following Harnack inequality

sup
B(x,α∗δx)

u 6 C inf
B(x,α∗δx)

u, (3.3.1)

for x ∈ D ⊂ H3, where α∗ ∈ (0, 1) and C > 0 are constants not depending on

u, x, δx, D. Using equations (3.2.21) and (3.3.1) and absorbing α∗ in C gives the

desired result.

Let us recall that we say a function u : D → R is harmonic on D ⊂ H3 if ∆Hu = 0

on D. We can use Corollary 3.3.1 and the stratified structure of H3 to prove the

Cheng-Yau gradient estimate. In particular, this recovers the fact that non-negative

harmonic functions on the Heisenberg group must be constant. We thank F. Baudoin

for pointing out the connection between the gradient estimate in Corollary 3.3.1 and

the Cheng-Yau inequality.
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Corollary 3.3.2 ([BGM16]). If u is any positive harmonic function in a ballB (x0, 2r) ⊂

H3, then there exists a universal constant C > 0 not dependent on u and x0 such that

sup
x∈B(x0,r)

‖∇H log u(x)‖H 6
C

r
.

Moreover, if u is any positive harmonic function on H3, then u must be a constant.

Proof. Suppose u > 0 is harmonic in B (0, 2). Writing δx = ρ(x, (B (0, 2))c) for

x ∈ B (0, 2), we obtain by Corollary 3.3.1

‖∇Hu(x)‖H
u(x)

6 C ′ = C sup
x∈B(0,1)

(
1 +

1

δx
+

1

δ4
x

+
(1 + δx)

3

δ4
x

)
, x ∈ B(0, 1), (3.3.2)

where C is the same constant as in Corollary 3.3.1. This implies that

sup
B(0,1)

‖∇H log u(x)‖H 6 C ′. (3.3.3)

Now suppose that u > 0 is harmonic in B (x0, 2r) for r > 0. By left invariance

and the dilation properties of H3 we see that (3.3.3) implies

sup
B(x0,r)

‖∇H log u(x)‖H 6
C ′

r
.

If u is harmonic on all of H3, taking r →∞ gives us that u must be constant.

We refer the reader to [CGL93] for a Caccioppoli-type inequality similar to the

one below.

Corollary 3.3.3 (Caccioppoli-type inequality). Take u ∈ L2
Loc (B(x,R)) such that
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∆Hu = 0 and u > 0 on B(x,R) ⊂ H . We have that for all r < R,

∫
B(x,r)

‖∇Hu(y)‖2
H dy 6 C (r, R)2

∫
B(x,r)

u(y)2dy,

where

C(r, R) = c1

(
1 +

1

R− r
+

1

(R− r)4 +
(1 +R− r)3

(R− r)4

)
.

Proof. Consider u ∈ L2
Loc (B(x,R)). Let δy,D = dist (Dc, y). Fix x ∈ H and consider

y ∈ B (x, r) . Using the gradient estimate from Corollary 3.3.1 we have

‖∇Hu(y)‖H 6 C

(
1 +

1

δy,D
+

1

(δy,D)4 +
(1 + δy,D)3

(δy,D)4

)
u(y).

If we use D = B
(
y, R−r

2

)
in δy,D then

‖∇Hu(y)‖H 6 c1

(
1 +

1

R− r
+

1

(R− r)4 +
(1 +R− r)3

(R− r)4

)
u(y).

Integrating both sides we have that

∫
B(x,r)

‖∇Hu(y)‖2
H dy 6

∫
B(x,r)

c2
1

(
1 +

1

R− r
+

1

(R− r)4 +
(1 +R− r)3

(R− r)4

)2

u(y)2dy

6 C (r, R)2

∫
B(x,r)

u(y)2dy,

where

C(r, R) = c1

(
1 +

1

R− r
+

1

(R− r)4 +
(1 +R− r)3

(R− r)4

)
.
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Chapter 4

Coupling techniques for heat
semigroups

In this chapter, we will start by presenting new proofs to known results on the gradient

bounds for heat semigroup on Rn and on the Heisenberg group H. We will also present

a new gradient bound for the Kolmogorov diffusion. The result will be improved

in a later chapter (see Proposition 5.1.10). These new proofs will employ the use

of coupling techniques. The coupling we use is synchronous coupling of Brownian

motions. The techniques shown in this chapter will be the motivation for the coupling

techniques used in Chapters 5 and 7.

We start by recalling the notion of a coupling. Suppose (Ω,F ,P) is a probability

space, and Bt and B̃t are two Brownian motions in Rn defined on this space, starting

at x, x̃ ∈ Rn respectively. By their coupling we mean a diffusion
(
Bt, B̃t

)
in Rn×Rn

such that its law is a coupling of the laws of Bt and B̃t. By that we mean that

the first and second n−dimensional marginal distributions of
(
Bt, B̃t

)
are given by

distributions of Bt and B̃t.
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Let P(x,x̃) be the distributions of
(
Bt, B̃t

)
, so that P(x,x̃)

(
B0 = x, B̃0 = x̃

)
= 1.

We denote by E(x,x̃) the expectation with respect to the probability measure P(x,x̃).

Definition 4.0.1. We say that a coupling
(
Bt, B̃t

)
in Rn × Rn is a synchronous

coupling if for (x, x̃) ∈ Rn × Rn we let

Bx
t = x+Bt,

B̃x̃
t = x̃+Bt,

where Bt is a standard Brownian motion in Rn.

In particular here we have that synchronous coupling is a fixed distance coupling.

4.1 Heat kernel functional inequalities on Euclidean

space

Let Pt be the heat semigroup for the Laplace operator ∆ in Rn. Recall that the

Euclidean heat kernel is given by

pt(x, y) =
1

(4πt)n/2
e−‖y−x‖

2/(4t),

so that

Ptf(x) =
1

(4πt)n/2

∫
Rn
f(y)e−‖y−x‖

2/(4t)dy.

The following result easily follows from properties of convolutions and Jensen’s

inequality.

Proposition 4.1.1. Let Pt be the heat semigroup on Rn. Suppose f ∈ C1 (Rn) is
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bounded and has bounded first derivatives then

‖∇Ptf‖q ≤ Pt (‖∇f‖q) ,

for all q ≥ 1.

Proof. We know that

Ptf(x) =
1

(4πt)n/2

∫
Rm

f(y)e−‖y−x‖
2/(4t)dy

=

∫
Rm

f(y)Kt (x− y) dy

= (f ? Kt) (x)

where

Kt(x) =
1

(4πt)m/2
e−‖x‖

2/(4t).

By a property of convolutions we have that

∂

∂xi
(f ? Kt) =

∂f

∂xi
? Kt,

so that

∇Ptf = Pt (∇f) .
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Hence

|∇Ptf |p = |Pt (∇f)|p

6 (Pt (|∇f |))p

=

(∫
|∇f(x)|Kt (x− y) dx

)p
6

∫
|∇f(x)|pKt (x− y) dx = Pt (|∇f |p)

where we used Jensen’s inequality.

We now show that the same result can be proven using synchronous coupling

under slightly different assumptions. The technique shown in the next proof will be

the motivation for results in later chapters.

Proposition 4.1.2. Let Pt be the heat semigroup on Rn. Synchronous coupling im-

plies that for all f ∈ C2 (Rn) with bounded seconded derivatives we have

‖∇Ptf‖q 6 Pt (‖∇f‖q) ,

for all q ≥ 1.

Proof. Consider two copies of synchronously coupled Brownian motions

Xt = Bp
t = p+Bt,

X̃t = B̃p
t = p̃+Bt,
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where Bt is standard Brownian motion. Note that

∣∣∣Bp
t − B̃

p
t

∣∣∣ = |p− p̃| ,

for all t > 0. Recall that for a differentiable function f : Rn → R,

f (x) ≈ L(x) = f(x̃) +∇f (x̃) · (x− x̃) .

More precisely

|f (x)− f(x̃)| 6 |∇f (x̃) · (x− x̃)|+ |R| .

where

|R| 6 1

2
Cf

(
n∑
i=1

|xi − x̃i|2
)
,

and Cf is a bounded on the Hessian of f .

By using an estimate on the remainder R of Taylor’s approximation to f and the

assumption that f ∈ C2
(
Rd
)

has bounded second derivatives, there exists a Cf > 0

such that

∣∣∣f (Xt)− f
(
X̃t

)∣∣∣
=

∣∣∣∣∣
d∑
i=1

∂pif
(
X̃t

)
(pi − p̃i) +R

(
X̃t

)∣∣∣∣∣
6

d∑
i=1

∣∣∣∂pif (X̃t

)∣∣∣ |p− p̃|+ Cf
2
n |p− p̃|2 .
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Using this estimate and Jensen’s inequality we see that

|Ptf(p)− Ptf (p̃)| =
∣∣∣E(p,p̃)

[
f (Xt)− f

(
X̃t

)]∣∣∣
6 E(p,p̃)

[∣∣∣f (Xt)− f
(
X̃t

)∣∣∣]
6

d∑
i=1

E(p,p̃)
[∣∣∣∂pif (X̃t

)∣∣∣q] 1
q |p− p̃|+ Cf

2
n |p− p̃|2

=
d∑
i=1

(Pt (|∂pif |
q) (p̃))

1
q |p− p̃|+ Cf

2
n |p− p̃|2 .

Dividing out by |p− p̃| and taking p̃→ p we have that

‖∇pPtf (p)‖ = lim sup
p̃→p

|Ptf(p)− Ptf (p̃)|
|p− p̃|

6
d∑
i=1

(Pt (|∂pif |
q) (p̃))

1
q ,

which proves the statement.

Proposition 4.1.3 (Local reverse Poincaré inequality). Let Pt be the heat semigroup

on Rn. Synchronous coupling implies that if f ∈ C2 (Rn) with bounded second

derivatives then

2t∇ |Ptf |2 6 Ptf
2 − (Ptf)2 .

Proof. We synchronously couple
(
Bx
t , B

x̃
t

)
. Let C be a bounded on the second deriva-
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tives of f . First we compute

|Ptf(x)− Ptf (x̃)|2 = |PsPt−sf(x)− PsPt−sf (x̃)|2

=
∣∣E(x,x̃)

[
Pt−sf (Bx

s )− Pt−sf
(
Bx̃
s

)]∣∣2
≤ E(x,x̃)

[∣∣Pt−sf (Bx
s )− Pt−sf

(
Bx̃
s

)∣∣2]
≤ E(x,x̃)

[∣∣∣∣∣∣∇Pt−sf (Bx̃
s

)∣∣ ∣∣∣Bs − B̃s

∣∣∣+ C
∣∣∣Bs − B̃s

∣∣∣2∣∣∣∣2
]

= E(x,x̃)

[∣∣∇Pt−s (Bx̃
s

)∣∣2 ∣∣∣Bs − B̃s

∣∣∣2 + 2
∣∣∇Pt−s (Bx̃

s

)∣∣ ∣∣∣Bs − B̃s

∣∣∣3]
+ CE(x,x̃)

[∣∣∣Bs − B̃s

∣∣∣4] .
Integrating both sides with respect to s from s = 0 and s = t we have

|Ptf(x)− Ptf (x̃)|2 t

6
∫ t

0

E(x,x̃)

[∣∣∇Pt−s (Bx̃
s

)∣∣2 ∣∣∣Bs − B̃s

∣∣∣2 + 2
∣∣∇Pt−s (Bx̃

s

)∣∣ ∣∣∣Bs − B̃s

∣∣∣3 + C
∣∣∣Bs − B̃s

∣∣∣4] ds
=

∫ t

0

E(x,x̃)
[∣∣∇Pt−s (Bx̃

s

)∣∣2 |x− x̃|2 + 2
∣∣∇Pt−s (Bx̃

s

)∣∣ |x− x̃|3 + C |x− x̃|4
]
ds

=

∫ t

0

[
Ps
(
|∇Pt−s (x̃)|2

)
|x− x̃|2 + 2Ps

(∣∣∇Pt−s (Bx̃
s

)∣∣) |x− x̃|3 + C |x− x̃|4
]
ds

=
1

2

(
Ptf

2 (x̃)− (Ptf (x̃))2) |x− x̃|2 + 2

∫ t

0

[Ps (|∇Pt−s (x̃)|)] ds |x− x̃|3 + Ct |x− x̃|4

Dividing out by |x− x̃|2 we have

|Ptf(x)− Ptf (x̃)|2

|x− x̃|2
t 6

1

2

(
Ptf

2 (x̃)− (Ptf (x̃))2)
+2

∫ t

0

[Ps (|∇Pt−s (x̃)|)] ds |x− x̃|+ Ct |x− x̃|2 .

77



Taking x̃→ x we have the desired result.

4.2 Heat kernel gradient estimates for the Kol-

mogorov diffusion

We now consider the Kolmogorov operator

L =
1

2

∂2

∂x2
+ x

∂

∂y
.

This operator satisfies the weak Hörmander’s condition condition since the vector

fields
{

∂
∂x
, x ∂

∂y

}
and its lie brackets span R2. Thus L is a hypoelliptic operator.

Its corresponding carré du champ operator is Γ(f, f) =
(
∂f
∂x

)2
. Its corresponding

diffusion process stated at (x, y) is

Xt =

(
x+Bt, y + tx+

∫ t

0

Bsds

)
,

where Bt is a standard Brownian motion. Our goal in this section is to illustrate the

use of the coupling technique in proving gradient estimates on the heat semigroup of a

hypoelliptic diffusion. In particular we prove a sharp Driver-Melcher type inequality.

We refer the reader to Section 1.1.6 for an introduction on the Kolmogorov diffusion

and the relevant functional inequalities.

Theorem 4.2.1. Let Pt be the heat semigroup for the Kolmogorov diffusion in R2.

Suppose f ∈ C∞ (R2) such that
∣∣∣∂2f∂x2

∣∣∣ 6 M for some M > 0. We have that for all

1 6 p <∞ √
Γ (Ptf, Ptf) 6

(
Pt

(
Γ (f, f)

p
2

)) 1
p

+ t

∣∣∣∣ ∂∂yPtf
∣∣∣∣ . (4.2.1)
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Proof. Recall that f(x)− f(a) = f ′(a) (x− a) + E where there exists a ξ between x

and a such that

|E| 6 f ′′ (ξl)

2!
|x− a|2 .

We use use the following estimate for a multivariable function f (x1, x2) = fx2(x1) so

that

|fx2(x1)− fx2(x̃1)| 6
∣∣f ′x2 (x̃1)

∣∣ |x1 − x̃1|+
1

2

∣∣f ′′x2 (ξx2)
∣∣ |x1 − x̃1|2

where ξx2 is between x1 and x̃1. We consider the following coupling of Kolmogorov

diffusions. Let Xt be a Kolmogorov diffusion started at (x1, x2) so that

Xt =
(
X1
t , X

2
t

)
=

(
x1 +Bt, x2 + tx1 +

∫ t

0

Btds

)

where Bt is a brownian motion started at 0. Let t0 > 0 be fixed time. Define

X̃t =
(
X̃1
t , X̃

2
t

)
=

(
x̃1 +Bt, x2 + t0 (x1 − x̃1) + tx̃1 +

∫ t

0

Btds

)
.

Now Xt is a Kolmogorov diffusion started at the point (x̃1, x2 + t0 (x1 − x̃1)). Note

that
∣∣∣X1

t − X̃1
t

∣∣∣ = |x1 − x̃1| for all time t, and at t = t0 we have that X2
t0

= X̃2
t0 .

We will use the latter to apply the one dimensional Taylor formula to a two-variable
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function as discussed above. Thus at a fixed time t0, we have that

∣∣∣f (X1
t0

)
− f

(
X̃t0

)∣∣∣ 6
∣∣∣∂xf (X̃t0

)∣∣∣ ∣∣∣X̃1
t0 − X̃2

t0

∣∣∣+
M

2

∣∣∣X̃1
t − X̃2

t

∣∣∣2
=

∣∣∣∂xf (X̃t0

)∣∣∣ |x1 − x̃1|+
M

2
|x1 − x̃1|2

Now

|Ptf(x1, x2)− Ptf (x̃1, x2 + t0 (x1 − x̃1))| =
∣∣∣E((x1,x2),(x̃1,x2+t0(x1−x̃1)))

[
f (Xt)− f

(
X̃t

)]∣∣∣
6 E((x1,x2),(x̃1,x2+t0(x1−x̃1)))

[∣∣∣f (Xt)− f
(
X̃t

)∣∣∣] .
At t = t0 we have that for p ≥ 1

|Pt0f(x1, x2)− Pt0f (x̃1, x2 + t0 (x1 − x̃1))|

6 E((x1,x2),(x̃1,x2+t0(x1−x̃1)))
[∣∣∣f (Xt0)− f

(
X̃t0

)∣∣∣]
6 E((x̃1,x2+t0(x1−x̃1)))

[∣∣∣∂xf (X̃t0

)∣∣∣] |x1 − x̃1|+
M

2
|x1 − x̃1|2

6
(
E((x̃1,x2+t0(x1−x̃1)))

[∣∣∣∂xf (X̃t0

)∣∣∣p]) 1
p |x1 − x̃1|+

M

2
|x1 − x̃1|2

= (Pt0 (|∂xf (x̃1, x2 + t0 (x1 − x̃1))|p))
1
p |x1 − x̃1|+

M

2
|x1 − x̃1|2 ,

so that

|Pt0f(x1, x2)− Pt0f (x̃1, x2 + t0 (x1 − x̃1))|
|x1 − x̃1|

6

6 (Pt0 (|∂xf (x̃1, x2 + t0 (x1 − x̃1))|p))
1
p +

M

2
|x1 − x̃1| .
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Now taking x̃1 → x1 we have that

lim sup
x̃1→x1

|Pt0f(x1, x2)− Pt0f (x̃1, x2 + t0 (x1 − x̃1))|
|x1 − x̃1|

(4.2.2)

6 lim sup
x̃1→x1

(Pt0 (|∂xf (x̃1, x2 + t0 (x1 − x̃1))|p))
1
p + 0

= (Pt0 (|∂xf (x1, x2)|p))
1
p

= Pt0

(
Γ (f (x1, x2) , f (x1, x2))

p
2

) 1
p

(4.2.3)

Looking at the left side of (4.2.3) we rewrite it as

lim sup
x̃1→x1

|Pt0f(x1, x2)− Pt0f (x̃1, x2 + t0 (x1 − x̃1))|
|x1 − x̃1|

= lim sup
h→0

|Pt0f ((x1, x2) + h (−1, t0))− Pt0f(x1, x2)|
h

= lim sup
x̃1→x1

|Pt0f (x̃1, x2 + t0 (x1 − x̃1))− Pt0f(x1, x2)|
|x1 − x̃1|

= |∇Pt0f (x1, x2) · 〈1,−t0〉|

=

∣∣∣∣ ∂∂xPt0f (x1, x2)− t0
∂

∂y
Pt0f (x1, x2)

∣∣∣∣ .
We have the desired result after a rearranging of terms.

Remark 4.2.2. Note that this inequality is sharp. Let f(x, y) = y so that Ptf =

y + tx. Thus Γ (Ptf, Ptf) = t2, Γ (f, f) = 0 and ∂f
∂y

= 1. Thus the left hand side of

(4.2.1) is √
Γ (Ptf, Ptf) = t
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while the right hand side is

(
Pt

(
Γ (f, f)

p
2

)) 1
p

+ t

∣∣∣∣ ∂∂yPtf
∣∣∣∣ = 0 + t.

4.3 Heat kernel gradient estimates on the Heisen-

berg group

We define X , Y , and Z as the unique left-invariant vector fields with Xe = ∂x, Ye = ∂y,

and Ze = ∂z, so that

X = ∂x − y∂z,

Y = ∂y + x∂z,

Z = ∂z.

As pointed out in [GL16, Example 6.1], the (sum of squares) operator

∆H = X 2 + Y2

is a natural sub-Laplacian for the Heisenberg group.

Let Xt be the Markov processes associated to ∆H. We call this process the Brow-

nian motion on the Heisenberg group. The semigroup associated to the Heisenberg

sub-laplacian is the following

Ptf(x) = Ex [f (Xt)] .
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In [Kuw10], Kuwada showed that (1.1.10) for f ∈ C∞c (X) whereX is a sub-Riemannian

space implies an upper gradient estimate. By the Kuwada duality, the upper gradient

estimate formulated in [Kuw10] implies the existence of a coupling
(
Xt, X̃t

)
of Brow-

nian motions on the Heisenberg groups started at (x, x̃),for each t > 0 , satisfying

dCC

(
Xt, X̃t

)
6 Kd (x, x̃) . (4.3.1)

In the following, we give a direct proof of the converse of this. That is, given a coupling

satisfying (4.3.1) we can prove the Driver-Melcher gradient estimate (1.1.10). We note

that the following argument also works for any Carnot group.

Theorem 4.3.1. Suppose there exists a coupling of two Brownian motions on the

Heisenberg group
(
Xt, X̃t

)
started at (x, x̃) that satisfies

dCC

(
X1, X̃1

)
6 KdCC (x, x̃) , a.s,

for some constant K ≥ 1. This coupling implies

|∇HPtf |p 6 KpPt (|∇Hf |p) ,

for all p ≥ 1.

Proof. By the dilations in the group H it suffices to prove

|∇HPtf |p 6 KpPt (|∇Hf |p) ,

for t = 1 (See [DM05] and [BBBC08]). Let
(
Xt, X̃t

)
be a coupling of two Brownian
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motions on the Heisenberg group started at (x, x̃) satisfying

dCC

(
X1, X̃1

)
6 KdCC (x, x̃) , a.s. (4.3.2)

If y = (y1, y2, y3) and y = (ỹ1, ỹ2, ỹ3) then P1 (f, ỹ) (y) = f(ỹ)+∇Hf(ỹ)·

 y1 − ỹ1

y2 − ỹ2


is the first order H−Taylor polynomial. The following estimate is given in (Theorem

20.3.2, [BLU07]) and is an analogue to Taylor’s inequality for Carnot groups:

|f (y)− P1 (f, ỹ) (y)| 6 c1dCC (y, ỹ)

× sup
d(z,e)6b2d(ỹ−1?y,e)

{∣∣X 2u
∣∣ (ỹ ? z) ,

∣∣Y2u
∣∣ (ỹ ? z) , |XYu| (ỹ ? z)

}
.

Thus we have that

|f (y)− f(ỹ)| 6

∣∣∣∣∣∣∣∇Hf(ỹ) ·

 y1 − ỹ1

y2 − ỹ2


∣∣∣∣∣∣∣+

∣∣∣∣∣∣∣f (y)− f(ỹ)−∇Hf(ỹ) ·

 y1 − ỹ1

y2 − ỹ2


∣∣∣∣∣∣∣

6 |∇Hf(ỹ)|

∣∣∣∣∣∣∣
 y1 − ỹ1

y2 − ỹ2


∣∣∣∣∣∣∣

+ c1dCC (y, ỹ)2 sup
d(z,e)6b2d(ỹ−1?y,e)

{∣∣X 2u
∣∣ (ỹ ? z) ,

∣∣Y2u
∣∣ (ỹ ? z) , |XYu| (ỹ ? z)

}
(4.3.3)
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Using estimate (4.3.3) with y = X1 and ỹ = X̃1 we have that

|P1f(x)− P1f(x̃)|

=
∣∣∣Exf (X1)− Ex̃f

(
X̃1

)∣∣∣
6 E(x,x̃)

[∣∣∣f (X1)− f
(
X̃1

)∣∣∣]
6 E

∣∣∣∇Hf(X̃1)
∣∣∣ ·
∣∣∣∣∣∣∣
 b1 − b̃1

b2 − b̃2


∣∣∣∣∣∣∣


+ c1E
[
dCC

(
X1, X̃1

)2

(4.3.4)

× sup
d(z,e)6b2dCC(X1,X̃1)

{∣∣X 2f
∣∣ (X̃1 ? z

)
,
∣∣Y2f

∣∣ (X̃1 ? z
)
, |XYf |

(
X̃1 ? z

)}]
(4.3.5)

Recall that |(x, y, z)|H =
(

(x2 + y2)
2

+ z2
) 1

4
is a homogeneous norm on H that is

equivalent to dCC ((x, y, z) , e). By Lemma A.0.8 it is easy to see that

∣∣∣∣∣∣∣
 b1 − b̃1

b2 − b̃2


∣∣∣∣∣∣∣ 6 dCC (x, x̃) . (4.3.6)
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Plugging (4.3.2) and (4.3.6) into (4.3.5) we have that

|P1f(x)− P1f(x̃)|

6 KdCC(x, x̃)E
[∣∣∣∇Hf(X̃1)

∣∣∣]
+ c1dCC(x, x̃)2E

[
sup

d(z,e)6b2dCC(X1,X̃1)

{∣∣X 2f
∣∣ (X̃1 ? z

)
,
∣∣Y2f

∣∣ (X̃1 ? z
)
, |XYf |

(
X̃1 ? z

)}]

6 KdCC(x, x̃) (P1 (|∇Hf (x̃)|p))
1
p

+ c1dCC(x, x̃)2E

[
sup

d(z,e)6b2dCC(X1,X̃1)

{∣∣X 2f
∣∣ (X̃1 ? z

)
,
∣∣Y2f

∣∣ (X̃1 ? z
)
, |XYf |

(
X̃1 ? z

)}]
,

(4.3.7)

where we used Jensen’s inequality in the last line for p ≥ 1. Now since f ∈ C∞ (H)

and has bounded first and second derivatives then we can bound the expectation on

the last term by a constant K(f) <∞. Thus we have

|P1f(x)− P1f(x̃)| 6 KdCC(x, x̃) (P1 (|∇Hf (x̃)|p))
1
p

+c1 ·K(f)dCC(x, x̃)2.

Dividing out by dCC(x, x̃) and taking x̃→ x we have that

|∇HP1f (x)| = lim sup
x̃→x

|P1f(x)− P1f(x̃)|
dCC (x, x̃)

6 lim sup
x̃→x

[
K (P1 (|∇Hf (x̃)|p))

1
p + c1 ·K(f)dCC(x, x̃)

]
= K (P1 (|∇Hf (x)|p))

1
p ,

which gives us

|∇HP1f (x)|p 6 KpP1 (|∇Hf (x)|p) .
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Remark 4.3.2. In [DM05], the authors showed

|∇HPtf |p 6 Cp(t)Pt (|∇Hf |p)

on the Heisenberg group where Cp(t) is the best constant. They showed that Cp(t) =

C > 1 . Specifically they showed that C2(t) > 2. Note the Theorem 4.3.1 gives a

characterization of this constant as Cp(t) = Kp . Here K is the best constant that

one can obtain by finding a coupling that satisfies dCC

(
X1, X̃1

)
6 KdCC (x, y).
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Chapter 5

Heat semigroup functional
Inequalities for the Kolmogorov
diffusion

In the last few years, there has been considerable interest in studying gradient bounds

for semigroups generated by hypoelliptic diffusion operators. The motivation for

such bounds comes from their potential applications to sub-Riemannian geometry

(e.g. [BG17,BBG14]), quasi-invariance of heat kernel measures in infinite dimensions

(e.g. [BGM13,Gor17]), functional inequalities such as Poincaré and log-Sobolev type

inequalities (e.g. [DM05,BB12,Kuw10,Wan16]), and the study of convergence to equi-

librium for hypocoercive diffusions (e.g. [Bau17a,BT18]). In particular, the gradient

bounds we present in this paper might be used to prove a spectral gap existence

similarly to [BW14] once one has spectral localization tools. In the present paper we

are interested in gradient bounds for Kolmogorov type diffusion operators for which

we present and compare two different techniques: Γ-calculus methods and coupling
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methods.

The Kolmogorov operator on R2 defined as L = 1
2
∂2

∂x2
+x ∂

∂y
was initially introduced

by A. N. Kolmogorov in [Kol34], where he obtained an explicit expression for the

transition density of the diffusion process whose generator is the operator L. Later

L. Hörmander in [Hör67] used this operator as the simplest example of a hypoelliptic

second order differential operator. The semigroup generated by L is Gaussian and

thus the corresponding heat kernel may be computed explicitly, as was observed

already by A. N. Kolmogorov. However, despite an explicit Gaussian heat kernel, it

is somehow challenging to derive relevant functional inequalities for this semigroup.

We refer for instance to R. Hamilton’s notes [Ham11], where Ricatti type equations are

used to prove Li-Yau and parabolic Harnack inequalities. This (classical) Kolmogorov

operator is the starting point for our consideration of several hypoelliptic operators.

As we mention above we present two techniques to prove gradient estimates in this

setting. While more geometric methods have been used for hypoelliptic operators (e.g.

[Bau17a, BB12, BBG14, BG17]) in the last years, the coupling techniques have seen

recent progress for such degenerate operators. In [BACK95], the authors were the first

to consider couplings of hypoelliptic diffusions, as they prove existence of successful

coupling for the Kolmogorov diffusion and Brownian motion on the Heisenberg group.

Then in [BK16], S. Banerjee and W.Kendall used a non-Markovian strategy to couple

the iterated Kolmogorov diffusion. The most relevant to our results is [BGM16], where

coupling techniques have been used to prove gradient estimates on the Heisenberg

group considered as a sub-Riemannian manifold.

The second part of the dissertation is organized as follows. We start by considering

Kolmogorov diffusions in Section 5.1, where we use both generalized Γ-calculus and

coupling techniques to prove gradient estimates such as in Proposition 5.1.5 and
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Proposition 5.1.10. This setting provides the first illustration to contrast these two

methods: while the coupling method is somewhat simpler, and yields a family of

gradient estimates, other functional inequalities such as the reverse Poincaré and the

reverse log-Sobolev inequalities for the corresponding semigroup do not seem to be

trackable by coupling techniques. But we can prove these inequalities by using the

generalized Γ-calculus. Moreover, we are able to use only this approach (not the

coupling techniques) to obtain sharper gradient bounds for the relativistic diffusion

considered in Chapter 6. The relativistic diffusion has been introduced by R. Dudley

and studied extensively in [Bai08, Ang15, Dud66, Dud67, DH09, FLJ07, FLJ12, IM15,

JM07,McK63], while the history of related objects both in mathematics and physics

can be found in [Dun08]. Observe that generalized Γ-calculus gives relatively simple

proofs of functional inequalities for the relativistic diffusion compared to previous

results.

In Section 7.0.3 we use the coupling by parallel translation on Riemannian man-

ifolds. The coupling can be described by a central limit theorem argument for the

geodesic random walks as in [vR04]. It would be interesting to see if such a cou-

pling can be carried out on sub-Riemannian manifolds using the approximation of

Brownian motion by random walks introduced in [GL17]. If such a coupling can be

constructed, then our results and techniques would be valid for even a larger class of

hypoelliptic diffusions.

90



5.1 Kolmogorov diffusion in Rd × Rd

Our main object in this section is a Kolmogorov diffusion in Rd × Rd defined by

Xt =

(
Bt,

∫ t

0

Bsds

)
,

where Bt is a Brownian motion in Rd with the variance σ2.

Definition 5.1.1 ([BGM18]). Let f (p, ξ) , p ∈ Rd, ξ ∈ Rd be a function on Rd × Rd.

For σ > 0, the Kolmogorov operator for f ∈ C2
(
Rd × Rd

)
is defined by

(Lf) (p, ξ) := 〈p,∇ξf (p, ξ)〉+
σ2

2
∆pf (p, ξ) =

d∑
j=1

pj
∂f

∂ξj
(p, ξ) +

σ2

2
∆pf (p, ξ) ,

where ∆p is the Laplace operator ∆ on Rd acting on the variable p and ∇ξ is the

gradient on Rd acting on the variable ξ.

Note that for d = 1 and σ = 1 this is the original Kolmogorov operator. By

Hörmander’s theorem in [Hör67], the operator L is hypoelliptic and generates a

Markov process Xt. It follows then that the process Xt admits a smooth transition

probability density with respect to the Lebesgue measure.

5.1.1 Γ-calculus

First we use geometric methods such as generalized Γ-calculus to prove gradient

bounds for the semigroup generated by the Kolmogorov operator L. Moreover, we

show that the estimate is sharp. We point out that a generalization of Γ-calculus for

the Kolmogorov operator has been carried by F.Y. Wang in [Wan14, pp. 300-303].
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However, our methods are different and yield optimal results as we explain in Remark

5.1.6.

Recall that the carré du champ operator for L is defined by

Γ (f) :=
1

2
Lf 2 − fLf,

where f is from an appropriate space of functions which will be specified later. A

straightforward computation shows that

Γ(f) =
1

2
σ2‖∇pf‖2, (5.1.1)

where ∇p is the standard gradient operator on Rd acting on the variable p, and ‖ · ‖

is the Rd-norm.

Notation 5.1.2 ([BGM18]). For α ∈ R, β > 0 we define a symmetric first-order

differential bilinear form Γα,β : C∞
(
Rd × Rd

)
× C∞

(
Rd × Rd

)
→ R by

Γα,β(f, g) :=
d∑
i=1

(
∂f

∂pi
− α∂f

∂ξi

)(
∂g

∂pi
− α ∂g

∂ξi

)
+ β

d∑
i=1

∂f

∂ξi

∂g

∂ξi

= 〈∇pf,∇pg〉 − α〈∇pf,∇ξg〉 − α〈∇ξf,∇pg〉+
(
α2 + β

)
〈∇ξf,∇ξg〉, (5.1.2)

with the usual convention that Γα,β(f) := Γα,β (f, f). We will also consider

Γα,β2 (f) =
1

2
LΓα,β(f)− Γα,β(f, Lf).

We start with the following key lemma.
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Lemma 5.1.3 ([BGM18]). For f ∈ C∞
(
Rd × Rd

)

Γα,β2 (f) > α
d∑
i=1

(
∂f

∂ξi

)2

−
d∑
i=1

∂f

∂ξi

∂f

∂pi
= α‖∇ξf‖2 − 〈∇ξf,∇pf〉.

Proof. Let α ∈ R, β > 0. A computation shows that

Γα,β2 (f) = α

d∑
i=1

(
∂f

∂ξi

)2

−
d∑
i=1

∂f

∂ξi

∂f

∂pi

+
σ2

2

d∑
i=1

d∑
j=1

(
∂2f

∂pi∂pj
− α ∂2f

∂pi∂ξj

)2

+
σ2

2
β

d∑
i=1

d∑
j=1

(
∂2f

∂pi∂ξj

)2

> α
d∑
i=1

(
∂f

∂ξi

)2

−
d∑
i=1

∂f

∂ξi

∂f

∂pi
.

Remark 5.1.4 ([BGM18]). We will repeatedly use the following simple computation.

Suppose α (s) , β (s) ∈ C1 ([0,∞)). Then for f ∈ C∞
(
Rd × Rd

)

φ′ (s) = 2Ps

(
Γ
α(s),β(s)
2 (Pt−sf)

)
(5.1.3)

− 2α′ (s)Ps〈∇pPt−sf,∇ξPt−sf〉+ (2α′ (s)α (s) + β′ (s))Ps‖∇ξPt−sf‖2,

where φ is the functional

φ (s) := Ps
(
Γα(s),β(s) (Pt−sf)

)
, 0 6 s 6 t,
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We are now in position to prove regularization properties for the semigroup Pt =

etL.

Proposition 5.1.5 (Bakry-Émery type estimate, [BGM18]). Let f ∈ C1(Rd × Rd)

be a Lipschitz function, then one has

‖∇pPtf‖2 6
d∑
i=1

Pt

(
∂f

∂pi
+ t

∂f

∂ξi

)2

,

and

‖∇ξPtf‖2 6 Pt‖∇ξf‖2.

Proof. Let t > 0. We first assume that f is smooth and rapidly decreasing. In

that case, the following computations are easily justified since Pt has a Gaussian

kernel (see [CCFI11, pp. 80-85]). We consider then (at a given fixed point (ξ, p)) the

functional

φ(s) = Ps(Γ
α(s),β(Pt−sf)), 0 6 s 6 t,

where α(s) = −s and β is a non-negative constant. Then by (5.1.3) and Lemma 5.1.3

φ′(s) = 2Ps

(
Γ
α(s),β
2 (Pt−sf) + 〈∇p (Pt−sf) ,∇ξ (Pt−sf) f〉+ s‖∇ξ (Pt−sf) ‖2

)
> 2Ps

(
α(s)‖∇ξ(Pt−sf)‖2 − 〈∇ξ(Pt−sf),∇p(Pt−sf)〉

)
+ 〈∇ξ(Pt−sf),∇p(Pt−sf)〉+ s‖∇ξPt−sf‖2 = 0.

Thus φ is increasing, and therefore φ(0) 6 φ(t), that is,

Γα(0),β(Ptf) 6 Pt(Γ
α(t),β(f)).
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The result follows immediately by taking β = 0. Now, if f ∈ C1(Rd×Rd) is a Lipschitz

function, then for any s > 0, the function Psf is smooth and rapidly decreasing (again,

since Ps has a Gaussian kernel). Therefore, applying the inequality we have proved

to Psf yields

‖∇pPt+sf‖2 6
d∑
i=1

Pt

(
∂Psf

∂pi
+ t

∂Psf

∂ξi

)2

.

Letting s→ 0 concludes the argument. To justify this limit one can first observe that

since f is Lipschitz then Psf → f as s→ 0. This follows since

|(Psf) (p, ξ)− f(p, ξ)| ≤ E(p,ξ) [|f (Xs)− f (p, ξ)|]

6 CE(p,ξ) [|Xs − (p, ξ)|]

= CE(0,0)

[∣∣∣∣(Bs, ps+

∫ s

0

Budu

)∣∣∣∣]
6 CE0 [|Bs|] + |p| s+ C

∫ s

0

E0 |Bu| du

= C

√
2s

π
+ |p| s+ C

2

3

√
2

π
s

3
2 ,

where C is the Lipschitz constant.

Similarly one can also show that Psf is dominated by gs(p, ξ) = c1 (|p|+ |ξ|+
√
s)+

c2 for 0 < s < 1 since f is Lipschitz. A dominated convergence argument finishes the

proof.

Remark 5.1.6 (Bakry-Émery type estimate is sharp, [BGM18]). Suppose l is any

linear form on Rd, we define the function f(p, ξ) := l(ξ). Note that f is Lipschitz

since f is linear . Then for every (p, ξ) ∈ Rd × Rd and t > 0 we have

Ptf(p, ξ) = E
(
f

(
Bt + p, ξ + tp+

∫ t

0

Bsds

))
= l(ξ) + tl(p).
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For this choice of f , one has ‖∇pPtf‖2 = t2‖l‖2 and

d∑
i=1

Pt

(
∂f

∂pi
+ t

∂f

∂ξi

)2

= t2‖l‖2.

Similarly, for this choice of f , ‖∇ξPtf‖2 = Pt‖∇ξf‖2. So the bounds in Proposition

5.1.5 are sharp.

Proposition 5.1.7 (Reverse Poincaré inequality, [BGM18]). Let f ∈ C1(Rd × Rd)

be a bounded function, then for t > 0

d∑
i=1

(
∂Ptf

∂pi
− 1

2
t
∂Ptf

∂ξi

)2

+
t2

12

(
∂Ptf

∂ξi

)2

6
1

σ2t
(Ptf

2 − (Ptf)2).

Proof. Let t > 0. By using the same argument as in the previous proof, we can

assume that f is smooth and rapidly decreasing. We consider the functional

φ(s) = (t− s)Ps(Γα(s),β(s)(Pt−sf)), 0 6 s 6 t,

where α(s) = 1
2
(t− s) and β(s) = 1

12
(t− s)2. By (5.1.1), (5.1.2), (5.1.3) and Lemma

5.1.3 we have

φ′(s) =− Ps(Γα(s),β(s)(Pt−sf))

+ (t− s)Ps〈∇pPt−sf,∇ξPt−sf〉+ (t− s) (2α′ (s)α (s) + β′ (s))Ps‖∇ξPt−sf‖2

> −Ps(‖∇pPt−sf‖2) = − 2

σ2
Ps(Γ(Pt−sf)).
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Therefore, we have

φ(0) 6
2

σ2

∫ t

0

Ps(Γ(Pt−sf))ds,

where we used the fact that φ is positive. We now observe that

2

σ2

∫ t

0

Ps(Γ(Pt−sf))ds =
1

σ2
(Ptf

2 − (Ptf)2).

Therefore, we conclude

tΓα(0),β(0)(Ptf) 6
1

σ2
(Ptf

2 − (Ptf)2).

Proposition 5.1.8 (Reverse log-Sobolev inequality, [BGM18]). Let f ∈ C1(Rd×Rd)

be a non-negative bounded function. One has for t > 0

d∑
i=1

(
∂ lnPtf

∂pi
− 1

2
t
∂ lnPtf

∂ξi

)2

+
1

12
t2
(
∂ lnPtf

∂ξi

)2

6
2

σ2tPtf
(Pt(f ln f)− Ptf lnPtf).

Proof. As before, we can assume that f is smooth, non-negative and rapidly decreas-

ing. Let t > 0. We consider the functional

φ(s) = (t− s)Ps((Pt−sf)Γα(s),β(s)(lnPt−sf)), 0 6 s 6 t,
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where α(s) = 1
2
(t− s) and β(s) = 1

12
(t− s)2. Similarly to the previous proofs we have

φ′(s) =− Ps((Pt−sf)Γα(s),β(s)(lnPt−sf)) + 2(t− s)Ps((Pt−sf)Γ
α(s),β(s)
2 (lnPt−sf))

− 2(t− s)α′(s)
d∑
i=1

Ps

(
(Pt−sf)

∂ lnPt−sf

∂ξi

∂ lnPt−sf

∂pi

)
+ 2(t− s)α(s)α′(s)Ps[(Pt−sf)‖∇ξ lnPt−sf‖2]

+ (t− s)β′(s)Ps[(Pt−sf)‖∇ξ lnPt−sf‖2]

>− Ps((Pt−sf)‖∇p lnPt−sf‖2) = − 2

σ2
Ps((Pt−sf)Γ(lnPt−sf)).

Therefore, we have

φ(0) 6
2

σ2

∫ t

0

Ps((Pt−sf)Γ(lnPt−sf))ds.

We now observe that

2

∫ t

0

Ps((Pt−sf)Γ(lnPt−sf))ds = 2(Pt(f ln f)− Ptf lnPtf),

and therefore

t(Ptf)Γα(0),β(0)(lnPtf) 6
2

σ2
(Pt(f ln f)− Ptf lnPtf).

The fact that the reverse log-Sobolev inequality implies a Wang-Harnack inequal-

ity for general Markov operators is by now well-known (see for instance [BB12, Propo-

sition 3.4]). We deduce therefore the following functional inequality.
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Theorem 5.1.9 (Wang-Harnack inequality, [BGM18]). Let f be a non-negative Borel

bounded function on Rd × Rd. Then for every t > 0, (p, ξ), (p′, ξ′) ∈ Rd × Rd and

α > 1 we have

(Ptf)α (p, ξ)) 6 Cα (t, (p, ξ) , (p′, ξ′)) (Ptf
α)(p′, ξ′),

where

Cα (t, (p, ξ) , (p′, ξ′))

:= exp

(
α

α− 1

(
6

σ2t3

d∑
i=1

(
t

2
(p′i − pi) + (ξ′i − ξi)

)2

+
1

2σ2t

d∑
i=1

(p′i − pi)2

))
.

Proof. As before we assume that f is non-negative and rapidly decreasing. Let t > 0

be fixed and (p, ξ), (p′, ξ′) ∈ Rd × Rd. We observe first that the reverse log-Sobolev

inequality in Proposition 5.1.8 can be rewritten

Γ
1
2
t, 1

12
t2(lnPtf) 6

2

tσ2Ptf
(Pt(f ln f)− Ptf lnPtf).

We can now integrate the previous inequality as in [BB12, Proposition 3.4] and deduce

(Ptf)α(p, ξ) 6 (Ptf
α)(p′, ξ′) exp

(
α

α− 1

d2
t ((p, ξ), (p

′, ξ′))

2σ2t

)
.

where dt is the control distance associated to the gradient Γ
t
2
, t

2

12 defined by (5.1.2).
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Therefore

d2
t ((p, ξ), (p

′, ξ′))

=
12

t2

d∑
i=1

(
1

2
t(p′i − pi) + (ξ′i − ξi)

)2

+
d∑
i=1

(p′i − pi)2

=4
d∑
i=1

(p′i − pi)2 +
12

t

d∑
i=1

(p′i − pi)(ξ′i − ξi) +
12

t2

d∑
i=1

(ξ′i − ξi)2

and the proof is complete.

5.1.2 Coupling

In this section, we use coupling techniques to prove Proposition 5.1.5 under slightly

different assumptions. We start by recalling the notion of a coupling. Suppose

(Ω,F ,P) is a probability space, and Xt and X̃t are two diffusions in Rd defined

on this space with the same generator L, starting at x, x̃ ∈ Rd respectively. By their

coupling we understand a diffusion
(
Xt, X̃t

)
in Rd×Rd such that its law is a coupling

of the laws of Xt and X̃t. That is, the first and the second d-dimensional (marginal)

distributions of
(
Xt, X̃t

)
are given by distributions of Xt and X̃t.

Let P(x,x̃) be the distribution of
(
Xt, X̃t

)
, so that P(x,x̃)

(
X0 = x, X̃0 = x̃

)
= 1.

We denote by E(x,x̃) the expectation with respect to the probability measure P(x,x̃).

To prove Proposition 5.1.10, we use the synchronous coupling of Brownian motions

in Rd. That is, for (p, p̃) ∈ Rd ×Rd we let Bp
t = p+Bt and B̃p̃

t = p̃+Bt, where Bt is

a standard Brownian motion in Rd.

Proposition 5.1.10 ([BGM18]). Let f ∈ C2
(
Rd × Rd

)
with bounded second deriva-
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tives. If 1 6 q <∞ then for t > 0,

‖∇pPtf‖q 6
d∑
i=1

Pt

(∣∣∣∣ ∂f∂pi + t
∂f

∂ξi

∣∣∣∣q) .
Proof. Consider two copies of Kolmogorov diffusions

Xt = (Bp
t , Yt) =

(
p+Bt, ξ + tp+

∫ t

0

Btds

)
,

X̃t =
(
B̃p
t , Ỹt

)
=

(
p̃+ B̃t, ξ + tp̃+

∫ t

0

B̃tds

)
,

where Bt and B̃t are two Brownian motions started at 0. Note that Xt starts at (p, ξ)

and X̃t starts at (p̃, ξ). In order to construct a coupling of
(
Xt, X̃t

)
it suffices to

couple
(
Bt, B̃t

)
. Let us synchronously couple

(
Bt, B̃t

)
for all time so that

∣∣∣Bp
t − B̃

p
t

∣∣∣ = |p− p̃| ,∣∣∣Yt − Ỹt∣∣∣ = t |p− p̃| ,

for all t > 0. By using an estimate on the remainder R of Taylor’s approximation to

f and the assumption that f ∈ C2
(
Rd × Rd

)
has bounded second derivatives, there

exists a Cf > 0 such that

∣∣∣f (Xt)− f
(
X̃t

)∣∣∣
=

∣∣∣∣∣
d∑
i=1

∂pif
(
X̃t

)
(pi − p̃i) +

d∑
i=1

t∂ξif
(
X̃t

)
(pi − p̃i) +R

(
X̃t

)∣∣∣∣∣
6

d∑
i=1

∣∣∣(∂pif (X̃t

)
+ t∂ξif

(
X̃t

))∣∣∣ |p− p̃|+ Cf
2
d2(1 + t)2 |p− p̃|2 .
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Using this estimate and Jensen’s inequality we see that

|Ptf(p, ξ)− Ptf (p̃, ξ)| =
∣∣∣E((p,ξ),(p̃,ξ))

[
f (Xt)− f

(
X̃t

)]∣∣∣
6 E((p,ξ),(p̃,ξ))

[∣∣∣f (Xt)− f
(
X̃t

)∣∣∣]
6

d∑
i=1

E((p,ξ),(p̃,ξ))
[∣∣∣(∂pif (X̃t

)
+ t∂ξif

(
X̃t

))∣∣∣q] 1
q |p− p̃|

+
Cf
2
d2(1 + t)2 |p− p̃|2

=
d∑
i=1

Pt (|(∂pif (p̃, ξ) + t∂ξif (p̃, ξ))|q)
1
q |p− p̃|

+
Cf
2
d2(1 + t)2 |p− p̃|2 .

Dividing out by |p− p̃| and taking p̃→ p we have that

‖∇pPtf (p, ξ)‖ = lim sup
p̃→p

|Ptf(p, ξ)− Ptf (p̃, ξ)|
|p− p̃|

6
d∑
i=1

Pt (|∂pif (p, ξ) + t∂ξif (p, ξ)|q)
1
q ,

which proves the statement.

Remark 5.1.11 ([BGM18]). When q = 2, this coincides with the conclusion of

Proposition 5.1.5. The coupling method here is simpler than the Γ-calculus method

and moreover yields a family of inequalities for q > 1. However, on the other hand, it

appears difficult to prove the reverse Poincaré and the reverse log-Sobolev inequalities

for the semigroup by using coupling techniques.
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Chapter 6

Functional inequalities for the
relativistic diffusion

In this chapter we consider the diffusion Xt = (Bt,
∫ t

0
Bsds), where Bt is a Brownian

motion on the d-dimensional hyperbolic space Hn. This is the relativistic Brownian

motion introduced by R. Dudley [Dud66] and studied by J. Franchi and Y. Le Jan

in [FLJ07]. In this section, we will prove functional inequalities for the generator ofXt.

Our methods will only involve Γ-calculus through generalized curvature dimension

conditions. The emphasis on Γ-calculus in this section will allow us to obtain sharper

estimates for the relativistic diffusion. In particular, the estimate (6.0.3) in Corollary

6.0.4 is sharper than the ones given in Theorems 7.0.3 and 7.0.8. In the following

sections we will prove similar theorems using both Γ-calculus and coupling techniques

but for a larger class of diffusions.

We follow the notation in [FLJ07]. Recall that the Minkowski space is the product

R× Rd with d > 2

R1,d = {ξ = (ξ0, ~ξ) ∈ R× Rd)}
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equipped with the Lorentzian norm q (ξ, ξ) := ξ2
0 − ‖~ξ‖2. The standard basis in R1,d

is denoted by e0, ..., ed. Let Hd be the positive half of the unit sphere in R1,d, namely,

Hd :=
{
p ∈ R1,d : p0 > 0, q (p, p) = 1

}
.

Note that Hd has a standard parametrization p = (p0, ~p) = (cosh r, sinh r ω) with r >

0, ω ∈ Sd−1. In these coordinates the hyperbolic metric is given by dr2 + sinh2 rdω2,

where dω is the metric on the sphere Sd−1, and the volume element is

∫
Hd
f (Ω) dΩ =

∫ ∞
0

∫
Sd−1

f (r, ω) sinhd−1 rdrdω.

Finally, the corresponding Laplace-Beltrami operator Hd can be written in these

coordinates as follows (see [FLJ12, Proposition 3.5.4]).

∆Hf (r, ω) :=
∂2f

∂r2
(r, ω) + (d− 1) coth r

∂f

∂r
(r, ω) +

1

sinh2 r
∆ω

Sd−1f (r, ω) ,

where ∆ω
Sd−1 is the Laplace operator on Sd−1 acting on the variable ω. We denote by

∇H the gradient on Hd viewed as a Riemannian manifold.

Following the construction in [Dud66], we consider a stochastic process with values

in the unitary tangent bundle T 1R1,d of the Minkowski space-time R1,d. We identify

the unit tangent bundle with Hd×R1,d. Then the relativistic Brownian motion is the

process Xt := (gt, ξt), where gt is a Brownian motion in Hd starting at e0, and the

second process is the time integral of gt

ξt :=

∫ t

0

gsds.
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By [FLJ12, Theorem VII.6.1] the process Xt is a Markov Lorentz-invariant diffusion

whose generator is the relativistic Laplacian defined as follows. For σ > 0, the

relativistic Laplacian for f ∈ C2
(
Hd × R1,d

)
is the operator

(Lf) (p, ξ) = 〈p,∇ξf (p, ξ)〉+
σ2

2
∆H
p f (p, ξ) =

p0
∂f

∂ξ0

(p, ξ) +
d∑
j=1

pj
∂f

∂ξj
(p, ξ) +

σ2

2
∆H
p f (p, ξ) ,

where ∆H
p is the Laplace-Beltrami operator ∆H on Hd acting on the variable p. The

operator L is hypoelliptic and generates the Markov process Xt. Let Pt be the heat

semigroup with the operator L being its generator.

We consider functions on Hd × R1,d with f (p, ξ) , p ∈ Hd, ξ ∈ R1,d. Recall that

operators ∇H and ∆H act on the variable p for f (p, ξ). We use ∇ξ for the usual

Euclidean gradient. Let Γ (f) be the carré du champ operator for L, while let ΓH

be the carré du champ operator for ∆H. Recall that we view Hd as a Riemannian

manifold with ∆H being the Laplace-Beltrami operator.

Our main result of this section is a generalized curvature-dimension inequality for

Hd×R1,d with the operator L and ∇ξ playing a role of the vertical gradient. Namely,

we define a symmetric, first-order differential bilinear form ΓZ : C∞
(
Hd × R1,d

)
×

C∞
(
Hd × R1,d

)
→ R by

ΓZ(f) := ‖∇ξf‖2, (6.0.1)

for any f ∈ C∞
(
Hd × R1,d

)
.

Theorem 6.0.1 (Curvature-dimension condition, [BGM18]). The operator L satisfies

the following generalized curvature-dimension condition for any f ∈ C∞
(
Hd × R1,d

)
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Γ2(f) > −d
2
σ2Γ(f)− 1

4
ΓZ(f),

ΓZ2 (f) > 0.

Proof. A simple calculation of the carré du champ operator for L is given by

Γ(f) :=
1

2
(Lf 2 − 2fLf) =

σ2

2
‖∇H

p f‖2,

where as before ∇H
p is the Riemannian gradient on Hd. Straightforward computations

show that the iterated carré du champ operator

Γ2(f) :=
1

2
(LΓ(f)− 2Γ(f, Lf))

is given by

Γ2(f) =
σ4

4
ΓH

2 (f)− σ2

2
〈∇H

p f,∇ξf〉,

where ΓH
2 (f) is the iterated carré du champ operator for ∆H

p . Recall that we view Hd

as a Riemannian manifold with ∆H being the Laplace-Beltrami operator, therefore

we can use Bochner’s formula for ∆H
p

ΓH
2 (f) > −(d− 1)‖∇H

p f‖2,

thus

Γ2(f) > −d− 1

2
σ2Γ(f)− σ2

2
〈∇H

p f,∇ξf〉.

Now we can use an elementary estimate
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−σ
2

2
〈∇H

p f,∇ξf〉 > −
σ4

4
‖∇H

p f‖2 − 1

4
‖∇ξf‖2 = −σ

2

2
Γ (f)− 1

4
‖∇ξf‖2

to see that

Γ2(f) > −d
2
σ2Γ(f)− 1

4
‖∇ξf‖2.

The last term in this inequality is the bilinear form ΓZ defined by (6.0.1). Its iterated

form is

ΓZ2 (f) :=
1

2
(LΓZ(f)− 2ΓZ(f, Lf)),

for which another routine computation shows that

ΓZ2 (f) =
σ2

2
‖∇ξ∇H

p f‖2 > 0,

which concludes the proof.

For later use, our first task is to construct a convenient Lyapunov function for

the operator L. A Lyapunov function on Hd × R1,d for the operator L is a smooth

function such that LW 6 CW for some C > 0. Consider the function

W (p, ξ) := 1 + ξ2
0 + ‖~ξ‖2 + dR(p0, p)

2, p ∈ Hd, ξ ∈ R1,d, (6.0.2)

where p0 is a fixed point in Hd and dR is the Riemannian distance in Hd.

We observe that W is smooth since dR(p0, ·)2 is (on the hyperbolic space the

exponential map at p0, is a diffeomorphism). Using the Laplacian comparison theorem

107



on Hd, one can see that W has the following properties

W > 1,

‖∇ξW‖+ ‖∇pW‖ 6 CW,

LW 6 CW for some constant C > 0,

{W 6 m} is compact for every m.

We shall make use of the Lyapunov function W defined by (6.0.2) to prove the fol-

lowing result.

Theorem 6.0.2 (Gradient estimate, [BGM18]). Consider the operator L and its

corresponding heat semigroup Pt. For any f ∈ C∞0
(
Hd × R1,d

)
and t > 0

2dσ2Γ (Ptf) (x) + ΓZ (Ptf) (x) 6 edσ
2t
(
2dσ2Pt (Γ (f)) (x) + Pt

(
ΓZ (f)

)
(x)
)
.

Proof. We fix t > 0 throughout the proof. For 0 < s < t, x ∈ Hd × R1,d we denote

ϕ1 (x, s) := Γ (Pt−sf) (x) ,

ϕ2 (x, s) := ΓZ (Pt−sf) (x) .

Then

Lϕ1 +
∂ϕ1

∂s
= 2Γ2 (Pt−sf) ,

Lϕ2 +
∂ϕ2

∂s
= 2ΓZ2 (Pt−sf) .
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Now we would like to find two non-negative smooth functions a (s) and b (s) such

that for

ϕ (x, s) := a (s)ϕ1 (x, s) + b (s)ϕ2 (x, s) ,

we have

Lϕ+
∂ϕ

∂s
> 0.

Then by Theorem 6.0.1 we have

Lϕ+
∂ϕ

∂s
=

a′ (s) Γ (Pt−sf) + b′ (s) ΓZ (Pt−sf) + 2a (s) Γ2 (Pt−sf) + 2b (s) ΓZ2 (Pt−sf) >

a′ (s) Γ (Pt−sf) + b′ (s) ΓZ (Pt−sf) + 2a (s)

(
−d

2
σ2Γ (Pt−sf)− 1

4
ΓZ (Pt−sf)

)
=

(
a′ − adσ2

)
Γ (Pt−sf) +

(
b′ − a

2

)
ΓZ (Pt−sf) .

One can easily see that if we choose b (s) = eαs and a (s) = keαs with α = dσ2 and

k = 2dσ2, then the last expression is 0. Using the existence of the Lyapunov function

W as defined by (6.0.2) and a cutoff argument as in [Bau16, Theorem 7.3], we deduce

from a parabolic comparison principle

Pt (ϕ (·, t)) (x) > ϕ (x, 0) .

Observe that
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ϕ (x, 0) = a (0)ϕ1 (x, 0) + b (0)ϕ2 (x, 0) = 2dσ2Γ (Ptf) (x) + ΓZ (Ptf) (x) ,

Pt (ϕ (·, t)) (x) = a (t)Pt (Γ (f)) (x) + b (t)Pt
(
ΓZ (f)

)
(x) =

edσ
2t
(
2dσ2Pt (Γ (f)) (x) + Pt

(
ΓZ (f)

)
(x)
)
,

therefore

2dσ2Γ (Ptf) (x) + ΓZ (Ptf) (x) 6 edσ
2t
(
2dσ2Pt (Γ (f)) (x) + Pt

(
ΓZ (f)

)
(x)
)
.

Corollary 6.0.3 (Poincaré type inequality, [BGM18]). For any f ∈ C∞0
(
Hd × R1,d

)
and t > 0

Pt
(
f 2
)
− (Ptf)2 6

edσ
2t − 1

(dσ2)2

(
2dσ2Pt (Γ (f)) + Pt

(
ΓZ (f)

))
.

Proof. Since ΓZ (f) := ‖∇ξf‖2 > 0 and Pt (f 2)− (Ptf)2 = 2
∫ t

0
Ps (Γ (Pt−sf)) ds, then

for σ > 0,

∫ t

0

Ps
(
2dσ2Γ (Pt−sf) + ΓZ (Pt−sf)

)
ds

>
∫ t

0

Ps
(
2dσ2Γ (Pt−sf)

)
ds = dσ2

(
Pt
(
f 2
)
− (Ptf)2) .

110



By Theorem 6.0.2 we have that

∫ t

0

Ps
(
2dσ2Γ (Pt−sd) + ΓZ (Pt−sf)

)
ds

6
∫ t

0

edσ
2(t−s)Ps

(
2dσ2Pt−s (Γ (f)) + Pt−s

(
ΓZ (f)

))
ds

=
(
2dσ2Pt (Γ (f)) + Pt

(
ΓZ (f)

)) ∫ t

0

edσ
2(t−s)ds

=
edσ

2t − 1

dσ2

(
2dσ2Pt (Γ (f)) + Pt

(
ΓZ (f)

))
.

This implies

Pt
(
f 2
)
− (Ptf)2 6

edσ
2t − 1

(dσ2)2

(
2dσ2Pt (Γ (f)) + Pt

(
ΓZ (f)

))
.

The next corollary gives us an equivalent estimate to the one in Theorem 6.0.2.

The estimate (6.0.3) will be similar to the one we will obtain in Theorem 7.0.8 in a

more general setting.

Corollary 6.0.4 ([BGM18]). For any f ∈ C∞0
(
Hd × R1,d

)
, the gradient estimate

2dσ2Γ (Ptf) + ΓZ (Ptf) 6 edσ
2t
(
2dσ2Pt (Γ(f)) + Pt

(
ΓZ(f)

))
,

is equivalent to

Γ(Ptf) 6 edσ
2tPt (Γ (f)) +

edσ
2t − 1

2dσ2
Pt
(
ΓZ (f)

)
. (6.0.3)
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Moreover, one has

ΓZ (Ptf) 6 Pt
(
ΓZ (f)

)
.

Proof. Recall that

Pt (Γ(f))− Γ(Ptf) = 2

∫ t

0

Ps (Γ2 (Pt−sf)) ds.

Using the curvature dimension inequality ΓZ (f) > −2dσ2Γ(f)− 4Γ2 (f) we have

∫ t

0

Ps
(
2dσ2Γ (Pt−sf) + ΓZ (Pt−sf)

)
ds

>
∫ t

0

Ps
(
2dσ2Γ (Pt−sf)− 2dσ2Γ(Pt−sf)− 4Γ2 (Pt−sf)

)
ds

= −2 (Pt (Γ(f))− (Γ(Ptf))) .

On the other hand we have

∫ t

0

Ps
(
2dσ2Γ (Pt−sf) + ΓZ (Pt−sf)

)
ds

6
∫ t

0

edσ
2(t−s)Ps

(
2dσ2Pt−s (Γ (f)) + Pt−s

(
ΓZ (f)

))
ds

=
(
2dσ2Pt (Γ (f)) + Pt

(
ΓZ (f)

)) ∫ t

0

edσ
2(t−s)ds

=
edσ

2t − 1

dσ2

(
2dσ2Pt (Γ (f)) + Pt

(
ΓZ (f)

))
.

Putting these together we have

Γ(Ptf)− Pt (Γ(f)) 6
edσ

2t − 1

2dσ2

(
2dσ2Pt (Γ (f)) + Pt

(
ΓZ (f)

))
.
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A rearranging of this inequality gives us

Γ(Ptf) 6 edσ
2tPt (Γ (f)) +

edσ
2t − 1

2dσ2
Pt
(
ΓZ (f)

)
.

Conversely, assume Γ(Ptf) 6 edσ
2tPt (Γ (f)) + edσ

2t−1
2dσ2 Pt

(
ΓZ (f)

)
then

2dσ2Γ(Ptf) + ΓZ (Ptf)

6 2dσ2

(
edσ

2tPt (Γ (f)) +
edσ

2t − 1

2dσ2
Pt
(
ΓZ (f)

))
+ ΓZ (Ptf)

= edσ
2t
(
2dσ2Pt (Γ(f)) + Pt

(
ΓZ(f)

))
+ ΓZ (Ptf)− Pt

(
ΓZ (f)

)
6 edσ

2t
(
2dσ2Pt (Γ(f)) + Pt

(
ΓZ(f)

))
+ 0.

The last inequality is due to ΓZ (Ptf) 6 Pt
(
ΓZ (f)

)
. To see this, consider the func-

tional φ(s) = Ps
(
ΓZ (Pt−sf)

)
for 0 6 s 6 t . A calculation shows that

Φ′(s) = 2Ps
(
ΓZ2 (Pt−sf)

)
> 0,

which shows φ(s) is increasing, so that 0 6 φ(t)− φ(0) = Pt
(
ΓZ (f)

)
− ΓZ (Ptf).
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Chapter 7

Heat semigroup functional
inequalities for a general
Kolmogorov diffusion

We now study the diffusions of the type Xt = (Xt,
∫ t

0
σ(Xs)ds) for σ : Rk → Rk where

Xt is a Markov process on Rk. We will show that a generalized curvature dimension

condition for the generator of Xt is satisfied as in Theorem 6.0.1. In section 7.0.1, we

prove gradient bounds for a Kolmogorov type diffusions on Rk×Rk using a Γ-calculus

approach. In section 7.0.2, we show that the results in section 7.0.1 are applicable

to a large class of diffusions. In section 7.0.3, we prove gradient bounds when Xt is

assumed to live on a Riemannian manifold using coupling techniques. In section 7.0.4,

we generalize the results in section 7.0.3 to iterated Kolmogorov diffusions. Finally in

section 7.0.5, we prove gradient bounds when Xt is assumed to live in the Heisenberg

group.
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7.0.1 Γ-calculus

We now study the diffusion Xt =
(
Xt,
∫ t

0
σ (Xs) ds

)
where Xt is a Markov process in

Rk whose generator is given by

L =
k∑
i=1

V 2
i + V0,

where the Vi for i = 0, . . . , k are smooth vector fields. Here we assume that L is

elliptic and that σ : Rk → Rk is a C1 map such that

Cσ :=

(
d∑

i,j=1

(Viσj)
2

) 1
2

<∞. (7.0.1)

We consider functions on Rk × Rk with f(p, ξ), p, ξ ∈ Rk. By Proposition B.0.1 the

generator for Xt is given by

L = L+
k∑
i=1

σi(p)
∂

∂ξi
.

We first prove a generalized curvature-dimension inequality for L given some as-

sumptions on L. Let Γ(f) be the carré du champ operator for L, while ΓL(f) will

be associated with L. Let Γ2(f) and ΓL2 (f) be the corresponding iterated carré du

champ operators.

We define a symmetric, first-order differential bilinear form ΓZ : C∞
(
Rk × Rk

)
×

C∞
(
Rk × Rk

)
→ R by

ΓZ(f) = ‖∇ξf‖2 ,

for any f ∈ C∞
(
Rk × Rk

)
.
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A simple calculation of the carré du champ of L and L shows that

Γ(f) :=
1

2

(
Lf 2 − 2fLf

)
=

k∑
j=1

(Vif)2 ,

ΓL(f) :=
1

2

(
Lf 2 − 2fLf

)
=

k∑
j=1

(Vif)2 .

In the next lemma we compute the iterated carré du champ

Γ2(f) :=
1

2
(LΓ(f)− 2Γ(f,Lf)) ,

and

ΓZ2 (f) :=
1

2

(
LΓZ(f)− 2ΓZ (f,Lf)

)
.

Lemma 7.0.1. If f ∈ C∞
(
Rk × Rk

)
then

Γ2(f) = ΓL2 (f)−
k∑
i=1

k∑
j=1

(Vif)Vi (σj)
∂f

∂ξj
,

and

ΓZ2 (f) =
k∑

i,j=1

(
Vi
∂f

∂ξj

)2

.

Proof. Take

L =
k∑
i=1

V 2
i + V0 +

N∑
i=1

σi(p)
∂

∂ξi
.

First it is not too hard to see that Γ(f) =
∑

j (Vjf)2. Then

LΓ =
k∑
i=1

V 2
i Γ + V0Γ +

k∑
i=1

σi(p)
∂Γ

∂ξi

= I + II,
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where I =
∑k

i=1 V
2
i Γ. Then

I =
k∑
i=1

ViVi

(
k∑
j=1

(Vjf)2

)

=
k∑
i=1

Vi

(
k∑
j=1

2 (Vjf) (Vijf)

)

= 2
k∑
i=1

[
k∑
j=1

(Vijf)2 +
k∑
j=1

(Vjf) (Viijf)

]

and

II =
k∑
i=1

σi(p)
∂

∂ξi

(
k∑
j=1

(Vjf)2

)
+ V0

(
k∑
j=1

(Vjf)2

)

=
k∑
i=1

σi(p)

(
k∑
j=1

2 (Vjf)

(
∂

∂ξi
Vjf

))
+

k∑
j=1

2 (Vjf) (V0Vjf)

Let

Γ(f, Lf) =
k∑
i=1

(Vif) (ViLf) = III.

Then

III =
k∑
i=1

Vif

(
Vi

(
k∑
j=1

V 2
j f + V0f +

∑
j

σj(p)
∂f

∂ξj

))

=
∑
i

(Vif)

(
k∑
j=1

V 3
ijjf + ViV0f +

k∑
j=1

Vi (σj(p))
∂f

∂ξj
+

k∑
j=1

σj(p)Vi
∂f

∂ξj

)
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Combining everything we have

Γ2(f) =
1

2
I +

1

2
II − III

=
∑
i

∑
j

(Vijf)2 +
∑
i

∑
j

(Vjf) (Viijf)

+
∑
i

∑
j

σi(p) (Vjf)

(
∂

∂ξi
Vjf

)
+
∑
j

(Vjf) (V0Vjf)

−
∑
i

∑
j

(Vif)
(
V 3
ijjf
)
−
∑
i

(Vif) (ViV0f)

−
∑
i

∑
j

(Vif)Vi (σj(p))
∂f

∂ξj
−
∑
i

∑
j

(Vif)σj(p)Vi
∂f

∂ξj

=
∑
i

∑
j

(Vijf)2 +
∑
i

∑
j

(Vif) (Vjjif − Vijjf)

+
∑
i

(Vif) (V0Vif − ViV0f)−
∑
i

∑
j

(Vif)Vi (σj(p))
∂f

∂ξj

Hence

Γ2(f) = ΓL2 (f)−
k∑
i=1

k∑
j=1

(Vif)Vi (σj(p))
∂f

∂ξj
.

A similar computation will arrive at

ΓZ2 (f) =
k∑

i,j=1

(
Vi
∂f

∂ξj

)2

.

Theorem 7.0.2 (Curvature-dimension inequality, [BGM18]). If the operator L sat-

isfies

ΓL2 (f) > ρΓL(f),
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then the operator L satisfies the following generalized curvature-dimension inequality

for any f ∈ C∞
(
Rk × Rk

)
,

Γ2(f) >

(
ρ− Cσ

2

)
Γ(f)− Cσ

2
ΓZ(f),

ΓZ2 (f) > 0.

Proof. Recall that by Lemma 7.0.1 we have

Γ2(f) = ΓL2 (f)−
k∑
i=1

k∑
j=1

(Vif) (Viσj)
∂f

∂ξj
.

By the assumption on ΓL2 (f) we have

Γ2(f) > ρΓ(f)−
k∑
i=1

k∑
j=1

(Vif) (Viσj)
∂f

∂ξj
.

Using the Cauchy-Schwarz inequality, the bound on σ and the elementary estimate

ab 6 a2

2
+ b2

2
, we see that

k∑
i,j=1

(Vif) (Viσj)
∂f

∂ξj
6

(
k∑

i,j=1

(Viσj)
2

) 1
2
(

k∑
i,j=1

(Vif)2

(
∂f

∂ξj

)2
) 1

2

6 Cσ (Γ(f))
1
2
(
ΓZ(f)

) 1
2

6
Cσ
2

(Γ(f)) +
Cσ
2

(
ΓZ(f)

)
.

Using this inequality with the previous one give us the desired first curvature-dimension

inequality. The second inequality follows again follows by Lemma 7.0.1
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ΓZ2 (f) =
k∑

i,j=1

(
Vi
∂f

∂ξj

)2

> 0,

as needed.

In order to prove a gradient bound for the heat semigroup we must make the

following assumption on the existence of a Lyapunov function for the operator L. As

in Chapter 6, we say that a smooth function W : Rk×Rk → R is a Lyapunov function

on Rk for L if

LW 6 CW,

for some C > 0. The existence of a Lyapunov function immediately implies that L is

the generator of a Markov semigroup (Pt)t≥0 that uniquely solves the heat equation

in L∞.

Throughout this section, we will need the following assumption.

Assumption 2. There exists a Lyapunov function W : Rk × Rk → R such that

W > 1,
√

Γ(W ) +
√

ΓZ(W ) 6 CW , for some constant C > 0 and {W 6 m} is

compact for every m. Here Γ is applied to the first coordinate of W while ΓZ is

applied to the second coordinate.

We are now ready to prove the main result of this section.

Theorem 7.0.3 (Gradient estimate, [BGM18]). Suppose Assumption 2 holds and

let Pt be the heat semigroup associated to L. If Cσ > 2ρ and the operator L satisfies

ΓL2 (f) > ρΓL(f),
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then for any f ∈ C∞0
(
Rk × Rk

)
, t > 0 and x ∈ Rk × Rk

Γ (Ptf) (x) +
Cσ

Cσ − 2ρ
ΓZ (Ptf) (x)

6 e(Cσ−2ρ)t

(
Pt (Γ (f)) (x) +

Cσ
Cσ − 2ρ

Pt
(
ΓZ (f)

)
(x)

)
.

Proof. We fix t > 0 throughout the proof. For 0 < s < t and x = (p, ξ) ∈ Rk × Rk

we denote

ϕ1 (x, s) := Γ (Pt−sf) (x) ,

ϕ2 (x, s) := ΓZ (Pt−sf) (x) .

Then

Lϕ1 +
∂ϕ1

∂s
= 2Γ2 (Pt−sf) ,

Lϕ2 +
∂ϕ2

∂s
= 2ΓZ2 (Pt−sf) .

Now we would like to find two non-negative smooth functions a(s) and b(s) such that

for

ϕ(x, s) := a(s)ϕ1(x, s) + b(s)ϕ2(x, s),

we have

Lϕ+
∂ϕ

∂s
> 0.
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Then by Theorem 7.0.2 we have

Lϕ+
∂ϕ

∂s
=

a′(s)Γ (Pt−sf) + b′(s)ΓZ (Pt−sf) + 2a(s)Γ2 (Pt−sf) + 2b(s)ΓZ2 (Pt−sf) >

a′(s)Γ (Pt−sf) + b′(s)ΓZ (Pt−sf) + 2a(s)

((
ρ− Cσ

2

)
Γ (Pt−sf)− Cσ

2
ΓZ (Pt−sf)

)
=

(a′(s) + a(s) (2ρ− Cσ)) Γ (Pt−sf) + (b′(s)− a(s)Cσ) ΓZ (Pt−sf) .

One can easily see that if

a(s) = e(Cσ−2ρ)s and b(s) =
Cσ

Cσ − 2ρ
e(Cσ−2ρ)s,

the last expression is 0. Using the existence of the Lyapunov function W and a

cutoff argument as in [Bau16, Theorem 7.3], we deduce from a parabolic comparison

principle,

Pt (ϕ (·, t)) (x) > ϕ (x, 0) .

Observe that

ϕ (x, 0) = a(0)ϕ1 (x, 0) + b(0)ϕ2(x, 0) = Γ (Ptf) (x) +
Cσ

Cσ − 2ρ
ΓZ (Ptf) (x),

while

Pt (ϕ (·, t)) (x) = a(t)Pt (Γ (f)) (x) + b(t)Pt
(
ΓZ (f)

)
(x)

= e(Cσ−2ρ)t

(
Pt (Γ (f)) (x) +

Cσ
Cσ − 2ρ

Pt
(
ΓZ (f)

)
(x)

)
.
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Corollary 7.0.4 (Poincaré type inequality, [BGM18]). If Cσ > 2ρ then for any

f ∈ C∞0
(
Rk × Rk

)
and t > 0

Pt
(
f 2
)
− (Ptf)2 6 2

e(Cσ−2ρ)t − 1

Cσ − 2ρ

(
Pt (Γ (f)) +

Cσ
Cσ − 2ρ

Pt
(
ΓZ (f)

))
.

Proof. Since ΓZ (f) := ‖∇ξf‖2 > 0 and Pt (f 2)− (Ptf)2 = 2
∫ t

0
Ps (Γ (Pt−sf)) ds, then

∫ t

0

Ps

(
Γ (Pt−sf) +

Cσ
Cσ − 2ρ

ΓZ (Pt−sf)

)
ds >

1

2

∫ t

0

2Ps (Γ (Pt−sf)) ds =
1

2

(
Pt
(
f 2
)
− (Ptf)2) .

By Theorem 7.0.3 we have that

∫ t

0

Ps

(
Γ (Pt−sf) +

Cσ
Cσ − 2ρ

ΓZ (Pt−sf)

)
ds 6∫ t

0

e(−2ρ+Cσ)(t−s)Ps

(
Pt−s (Γ (f)) +

Cσ
Cσ − 2ρ

Pt−s
(
ΓZ (f)

))
ds =(

Pt (Γ (f)) +
Cσ

Cσ − 2ρ
Pt
(
ΓZ (f)

))∫ t

0

e(Cσ−2ρ)(t−s)ds =

e(Cσ−2ρ)t − 1

Cσ − 2ρ

(
Pt (Γ (f)) +

Cσ
Cσ − 2ρ

Pt
(
ΓZ (f)

))
.

So that

Pt
(
f 2
)
− (Ptf)2 6 2

e(Cσ−2ρ)t − 1

Cσ − 2ρ

(
Pt (Γ (f)) +

Cσ
Cσ − 2ρ

Pt
(
ΓZ (f)

))
.
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7.0.2 Examples

To illustrate the results in Section 7.0.1 we study a large class of examples. Consider a

complete Riemannian manifold (M, g) of dimension d which is isometrically embedded

in Rk for some k. Let Bt be a Brownian motion on M and consider the process

Xt =
(
Bt,
∫ t

0
σ (Bs) ds

)
where σ : M → Rk satisfies (7.0.1) and

|σ(p)− σ(p̃)| 6 CσdM (p, p̃) ,

for all p, p̃ ∈ M where dM is the intrinsic Riemannian distance on M . We can write

the generator of Bt as

∆p =
k∑
i=1

P 2
i ,

for some vector fields Pi on Rk (see for instance [Hsu02, p. 77]). The generator of Xt

is

L = ∆p +
k∑
i=1

σi (p)
∂

∂ξi
,

for functions f (p, ξ) ∈M × Rk where p ∈M, ξ ∈ Rk.

To apply Theorem 7.0.3 we first need to construct an appropriate Lyapunov func-

tion W for the operator L satisfying Assumption 2. Once we construct W , we will

spend the rest of the section verifying Assumption 2 for W . For this, we assume that

the Ricci curvature Ric > ρ for some ρ ∈ R. Then it is known from the Li-Yau upper

and lower bounds in [LY86] that the heat kernel p(x, y, t) of M satisfies the following
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Gaussian estimates. Namely, for some τ > 0

c1

V ol(B(p0,
√
τ))

exp

(
−c2dM(p0, p1)2

τ

)
6 p(p0, p1, τ)

6
c3

V ol(B(p0,
√
τ))

exp

(
−c4dM(p0, p1)2

τ

)
,

where dM is the Riemannian distance in M and p0, p1 ∈M . Consider now the smooth

Lyapunov function

W (p, ξ) := K + ‖ξ‖2 − ln p(p0, p, τ), p ∈M, ξ ∈ Rk, (7.0.2)

where p0 is an arbitrary fixed point in M , and K is a constant large enough so that

W > 1.

Lemma 7.0.5 ([BGM18]). The function W defined in (7.0.2) is smooth and satisfies

the following properties,

W > 1,

‖∇ξW‖+ ‖∇pW‖ 6 CW,

LW 6 CW for some constant C > 0,

{W 6 m} is compact for every m.

Here ∇p is the Riemannian gradient on M and ∇ξ is the Euclidean gradient on Rk.

Proof. From estimates for logarithmic derivatives of the heat kernel in [Ham93,LY86],
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one has for some constants C1, C2 > 0

‖∇p ln p (p0, p, τ)‖2 6 C1 + C2dM (p0, p)
2 , (7.0.3)

∆p (− ln p (p0, p, τ)) 6 C1 + C2dM (p0, p)
2 . (7.0.4)

We can then conclude with the Li-Yau upper and lower Gaussian bounds. To see this

note that the Gaussian bounds can be rearranged as

dM (p0, p)
2 6 − τ

c4

ln

(
Vol(B (p0,

√
τ))

c3

p (p0, p, τ)

)
6 C (K − ln (p (p0, p, τ))) (7.0.5)

for a fixed τ > 0 and a constant C > 0. Hence, ‖∇ξW‖ + ‖∇pW‖ 6 CW can be

shown using (7.0.3), (7.0.5) and the inequality (1 + x)
1
2 6 1 + cx for x > 0 and c > 1

2
.

On the other hand, LW 6 CW can be shown using (7.0.4), (7.0.5), the Cauchy-

Schwarz inequality, and the Lipschitz property of σ. Finally, the fact that {W 6 m}

is compact for every m also follows from the Li-Yau upper and lower Gaussian bounds.

Lemma 7.0.5 proves that W defined by (7.0.2) is a Lyapunov function satisfy-

ing Assumption 2. As a consequence, Theorem 7.0.3 can be applied to complete

Riemannian manifolds with Ric > ρ since the condition Ric > ρ is equivalent to

Γ∆
2 (f) > ρΓ (f) .
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7.0.3 Coupling

Let (M, g) be a complete connected d−dimensional Riemannian manifold. It is not

necessarily embedded in Rk. We consider the process

Xt =

(
Bt,

∫ t

0

σ (Bs) ds

)
, (7.0.6)

where Bt is Brownian motion on M . We assume the map σ : M → Rk is a globally

Cσ-Lipschitz map in the sense that

|σ (p)− σ (p̃)| 6 CσdM (p, p̃) , (7.0.7)

for all p, p̃ ∈ M . Here we denote by dM the Riemannian distance on M , and by dE

we denote the Euclidean metric in Rk.

Let Pt be the associated heat semigroup. We consider functions on M × Rk with

f (p, ξ) , p ∈ M, ξ ∈ Rk. Recall that the operators ∇p and ∆p act on the variable

p for f (p, ξ), where ∆p is the Laplace-Beltrami operator. We use ∇ξ for the usual

Euclidean gradient. Given a Riemannian metric g, for all p ∈ M and v ∈ TpM we

denote ‖v‖ = gp (v, v)
1
2 . Our main result of this section is a bound on ‖∇pPtf‖ for

functions f ∈ C∞0
(
M × Rk

)
.

Let us recall the notion of a coupling of diffusions on a manifold M . Suppose

Xt and X̃t are M -valued diffusions starting at x, x̃ ∈ M on a probability space

(Ω,F ,P). Then by a coupling of Xt and X̃t we call a C (R+,M ×M)-valued random

variable
(
Xt, X̃t

)
on the probability space (Ω,F ,P) such that the marginal processes

for
(
Xt, X̃t

)
have the same laws as Xt and X̃t. Let P(x,x̃) be the distribution of(

Xt, X̃t

)
, so that P(x,x̃)

(
X0 = x, X̃0 = x̃

)
= 1. We denote by E(x,x̃) the expectation
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with respect to the probability measure P(x,x̃).

In [vRS05, Wan97, vR04] it has been shown that if we assume Ric (M) > K for

some K ∈ R, then there exists a Markovian coupling of Brownian motions (Bt)t>0

and
(
B̃t

)
t>0

on M starting at p and p̃ such that

dM

(
Bt, B̃t

)
6 e−Kt/2dM (p, p̃) (7.0.8)

for all t > 0, P(p,p̃)-almost surely. This construction is known as a coupling by parallel

transport. This coupling can be constructed using stochastic differential equations as

in [Wan97, Cra91], or by a central limit theorem argument for the geodesic random

walks as in [vR04]. It turns out that the existence of the coupling satisfying (7.0.8)

is equivalent to

‖∇Ptf‖ 6 e−KtPt (‖∇f‖) , (7.0.9)

for all f ∈ C∞0 (M) and all t > 0. We also point out that in [PP16], M. Pascu

and I. Popescu constructed explicit Markovian couplings where equality in (7.0.8) is

attained for t > 0 given some extra geometric assumptions.

The coupling by parallel transport that gives (7.0.8) is in the elliptic setting. In

this section, we will use the coupling by parallel transport to induce a coupling for

(7.0.6) in the hypoelliptic setting. We will then use this coupling to prove gradient

bounds for (Pt)t≥0. Before stating the result on the gradient bound, we have the

following proposition.

Proposition 7.0.6 ([BGM18]). Let (M, g) be a Riemannian manifold. If f ∈ C1 (M)

then

lim
r→0

sup
p̃:0<dM (p,p̃)6r

|f (p)− f (p̃)|
dM (p, p̃)

= ‖∇f(p)‖ . (7.0.10)
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Proof. Let p, p̃ ∈M with T = dM (p, p̃) and consider a unit speed geodesic γ : [0, T ]→

M such that γ (0) = p̃ and γ (T ) = p. Then

|f (p)− f (p̃)| =

∣∣∣∣∣
∫ d(p,p̃)

0

g (∇f (γ (s)) , γ′(s)) ds

∣∣∣∣∣
6
∫ d(p,p̃)

0

|g (∇f (γ (s)) , γ′(s))| ds

6 max
06s6d(p,p̃)

‖∇f (γ(s))‖ · d (p, p̃)

where we used the Cauchy-Schwarz inequality. Since p, p̃ are arbitrary, dividing out

both sides by d (p, p̃) we have that

lim
r→0

sup
p̃:0<dM (p,p̃)6r

|f (p)− f (p̃)|
dM (p, p̃)

6 ‖∇f(p)‖ .

On the other hand, find a unit speed geodesic γ : (−ε, ε) → M such that

γ(0) = p and γ′ (0) = ∇f(p)/ ‖∇f(p)‖. Define F (s) = f (γ (s)). Since F ′ (s) =

g (∇f (γ (s)) , γ′(s)), then

F ′ (0) = g

(
∇f (p) ,

∇f(p)

‖∇f(p)‖

)
= ‖∇f(p)‖ .

Now by the definition of the derivative we have that

lim
h→0

F (h)− F (0)

h
→ ‖∇f(p)‖ ,

which means we have that the left hand side of (7.0.10) must be at least ‖∇f(p)‖.

This proves (7.0.10).
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The following lemma gives an estimate for
∣∣∣f(p, ξ)− f(p̃, ξ̃)

∣∣∣ on M × Rk.

Lemma 7.0.7 ([BGM18]). Let (M, g) be a complete Riemannian manifold which

is assumed to be embedded in Rk. For a function f (p, ξ) we denote by ∇pf the

Riemannian gradient acting on p, and by ∇ξf the Euclidean gradient acting on ξ. If

f ∈ C2
0

(
M × Rk

)
, then there exists a Cf > 0 depending on a bound on the Hessian

of f such that

∣∣∣f(p, ξ)− f(p̃, ξ̃)
∣∣∣ 6 ∥∥∥∇pf

(
p̃, ξ̃
)∥∥∥ dM (p, p̃) +

∥∥∥∇ξf
(
p̃, ξ̃
)∥∥∥ dE (ξ, ξ̃)

+ Cf

(
dM (p, p̃) + dE

(
ξ, ξ̃
))2

for any (p, ξ) ,
(
p̃, ξ̃
)
∈M × Rk.

Proof. Let p, p̃ ∈ M with T1 = dM (p, p̃) and consider a unit speed geodesic γ :

[0, T1] → M such that γ (0) = p̃ and γ (T1) = p. Let ξ, ξ̃ ∈ Rk with T2 = dE

(
ξ, ξ̃
)

and consider β(s) = s

dE(ξ,ξ̃)

(
ξ − ξ̃

)
+ ξ̃ on −∞ 6 s 6 T2 such that β(0) = ξ̃ and

β(T2) = ξ. Extend γ to [−ε, T1] for some ε > 0 and define F (t, s) = f (γ (t) , β(s)).

By an estimate on the remainder of Taylor’s approximation there exists a Cf > 0

depending only on a bound on the Hessian of f such that

|F (t, s)− F (0, 0)| 6 |Ft(0, 0)t+ Fs(0, 0)s|+ Cf (t+ s)2 .
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Now by the chain rule we have

Ft(0, 0) =
d

dt
[f (γ (t) , β(0))]t=0 = 〈∇pf (γ (0) , β(0)) , γ′ (0)〉

6 ‖∇pf (γ (0) , β(0))‖ =
∥∥∥∇pf

(
p̃, ξ̃
)∥∥∥ .

Similarly Fs(0, 0) = d
ds

[f (γ (0) , β(s))]s=0 6
∥∥∥∇ξf

(
p̃, ξ̃
)∥∥∥. Then

∣∣∣f(p, ξ)− f(p̃, ξ̃)
∣∣∣ = |F (T1, T2)− F (0, 0)|

6
∥∥∥∇pf

(
p̃, ξ̃
)∥∥∥T1 +

∥∥∥∇ξf
(
p̃, ξ̃
)∥∥∥T2 + Cf (T1 + T2)2 ,

as needed.

We are now ready to state and prove the main theorem of this section. We start by

considering the coupling of Brownian motions
(
Bt, B̃t

)
starting at (p, p̃) by parallel

transport satisfying (7.0.8), as introduced in [vRS05,vR04] . This coupling induces a

coupling P(x,x̃) on
(
M × Rd

)
×
(
M × Rd

)
for two Kolmogorov type diffusions

Xt =

(
Bt, ξ +

∫ t

0

σ (Bs) ds

)
and X̃t =

(
B̃t, ξ +

∫ t

0

σ
(
B̃s

)
ds

)
,

started at x = (p, ξ) and x̃ = (p̃, ξ) respectively.

Theorem 7.0.8 (Bakry-Émery type estimate, [BGM18]). Let M be a complete con-

nected Riemannian manifold such that Ric (M) > K for some K ∈ R. Let σ be a

Cσ−Lipschitz map as in (7.0.7) and f ∈ C2
(
M × Rk

)
with a bounded Hessian. Then

for every q > 1 and t > 0,

‖∇pPtf‖q 6 Pt ((K1(t) ‖∇pf‖+K2(t) ‖∇ξf‖)q) ,
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where

K1(t) = e−Kt/2 and K2(t) =


Cσt K = 0

Cσ
1−e−Kt/2

K/2
K 6= 0.

Proof. As before let dM be the Riemannian distance on M , and let dE be the Eu-

clidean distance on Rk. Take x = (p, ξ) ∈ M × Rk and x̃ = (p̃, ξ) ∈ M × Rk. If

K 6= 0, we consider the coupling by parallel transport of Brownian motions
(
Bt, B̃t

)
starting at (p, p̃). This coupling gives us that

dM

(
Bt, B̃t

)
6 e−Kt/2dM (p, p̃) , (7.0.11)

for all t > 0. Denote Yt = ξ +
∫ t

0
σ(Bs)ds and Ỹs = ξ +

∫ t
0
σ(B̃s)ds. If K 6= 0 then

dE

(
Yt, Ỹt

)
6
∫ t

0

∣∣∣σ (Bs)− σ
(
B̃s

)∣∣∣ ds 6 Cσ

∫ t

0

dM

(
Bs, B̃s

)
ds

6 CσdM (p, p̃)

∫ t

0

e−Ks/2ds = Cσ

(
1− e−Kt/2

K/2

)
dM (p, p̃) , (7.0.12)

where we used (7.0.7) and (7.0.8) . If K = 0, we consider the same coupling for the

Brownian motions
(
Bt, B̃t

)
starting at (p, p̃) so that

dM

(
Bt, B̃t

)
6 dM (p, p̃) , (7.0.13)

Âfor all t > 0. A similar computation as in (7.0.12) gets us the estimate

dE

(
Yt, Ỹt

)
6 CσtdM (p, p̃) , (7.0.14)
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from (7.0.13). Combining (7.0.11) and (7.0.13) we get

dM

(
Bt, B̃t

)
6 K1(t)dM (p, p̃) , (7.0.15)

while combining (7.0.12) and (7.0.14) we have

dE

(
Yt, Ỹt

)
6 K2(t)dM (p, p̃) , (7.0.16)

for all t > 0, where all of these inequalities hold P(x,x̃)−almost surely. By Lemma

7.0.7, there exists a Cf > 1 depending on a bound on the Hessian of f ∈ C2
0

(
M × Rk

)
such that

∣∣∣f (Bt, Yt)− f
(
B̃t, Ỹt

)∣∣∣ 6 ∥∥∥∇pf
(
B̃t, Ỹt

)∥∥∥ dM (Bt, B̃t

)
+
∥∥∥∇ξf

(
B̃t, Ỹt

)∥∥∥ dE (Yt, Ỹt)
+ Cf

(
dM

(
Bt, B̃t

)
+ dE

(
Yt, Ỹt

))2

, (7.0.17)

for all t > 0, P(x,x̃)−almost surely.

Using inequalities (7.0.15), (7.0.16) and (7.0.17), we have that for f ∈ C2
0

(
M × Rk

)

|Ptf (p, ξ)− Ptf (p̃, ξ)| =
∣∣∣E(x,x̃)

[
f (Bt, Yt)− f

(
B̃t, Ỹt

)]∣∣∣
6 E(x,x̃)

[∥∥∥∇pf
(
B̃t, Ỹt

)∥∥∥ dM (Bt, B̃t

)
+
∥∥∥∇ξf

(
B̃t, Ỹt

)∥∥∥ dE (Yt, Ỹt)]
+ CfE(x,x̃)

[
dM

(
Bt, B̃t

)
+ dE

(
Yt, Ỹt

)]2

6 E(x,x̃)
[
K1(t)

∥∥∥∇pf
(
B̃t, Ỹt

)∥∥∥+K2(t)
∥∥∥∇ξf

(
B̃t, Ỹt

)∥∥∥] dM (p, p̃)

+ Cf (K1(t) +K2(t))2 dM (p, p̃)2 .

133



Using Jensen’s inequality for q > 1 we have

|Ptf (p, ξ)− Ptf (p̃, ξ)|

6
(
E(x,x̃)

[(
K1(t)

∥∥∥∇pf
(
B̃t, Ỹt

)∥∥∥+K2(t)
∥∥∥∇ξf

(
B̃t, Ỹt

)∥∥∥)q]) 1
q

dM (p, p̃)

+ Cf (K1(t) +K2(t))2 dM (p, p̃)2 .

Dividing the last inequality out by dM (p, p̃) we have that

|Ptf (p, ξ)− Ptf (p̃, ξ)|
dM (p, p̃)

6 [Pt ((K1(t) ‖∇pf‖+K2(t) ‖∇ξf‖)q) (p̃, ξ)]
1
q

+ Cf (K1(t) +K2(t))2 dM (p, p̃) .

Since

lim
r→0

sup
p̃:0<dM (p,p̃)6r

|Ptf (p, ξ)− Ptf (p̃, ξ)|
dM (p, p̃)

= ‖∇pPtf (p, ξ)‖

by Proposition 7.0.6, we have the desired result.

Remark 7.0.9 ([BGM18]). The constants obtained in Theorem 7.0.8 using the cou-

pling technique are sharper than the constants in Theorem 7.0.3 using Γ-calculus.

The trade off here being that the Γ-calculus approach allows for the result to be

proven for a wider class of Kolmogorov type diffusions.

Remark 7.0.10 ([BGM18]). We note that when applying the triangle inequality

to the right hand sides of the inequalities in Propositions 5.1.5, 5.1.10, we recover

Theorem 7.0.8 when the manifold is M = Rd. Here we have k = d, σ(x) = x and

Cσ = 1.

Example 7.0.1 (Velocity spherical Brownian motion, [BGM18]). The velocity spher-

ical Brownian is a diffusion process which takes values in T 1M, the unit tangent

134



bundle of a Riemannian manifold of finite volume. The generator is of the form

L =
σ2

2
∆v + κξ.

It was introduced in [ABT15] and further studied in [BT18]. When M = Rd+1 and

σ = κ = 1 the diffusion is of the form Xt = (Bt,
∫ t

0
Bsds) where Bt is a Brownian

motion on the d-dimensional sphere Sd. Here we take Sd to have the usual embedding

in Rd+1, that is, Sd =
{
x ∈ Rd+1 | |x| = 1

}
. Let dSd be the spherical distance and

dE (x,y) = |x− y| is the Euclidean distance in Rd+1. The explicit spherical distance

is given by

dSd (x,y) = cos−1 (x · y) ,

for x,y ∈ Sd, where the standard Euclidean inner product is used. It is easy to see

that

dE (x,y) 6 dSd (x,y) , (7.0.18)

for all x,y ∈ Sd since the Riemannian structure of Sd is induced by the Euclidean

structure of the ambient space Rd+1. Inequality (7.0.18) shows that σ : Sd → Rd+1 is

a Cσ = 1-Lipschtiz map. Thus we can apply Theorem 7.0.8 to the manifold M = Sd,

since Ric = (d− 1)g where g is the Riemannian metric.

Example 7.0.2. Suppose k = 1. Fix a p0 ∈ M . We consider the map σ : M → R

defined by

σ(p) = dM(p, p0).

Note that this map satisfies

|σ(p)− σ(p̃)| 6 dM (p, p̃) ,
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for all p, p̃ ∈M . Thus we can always apply Theorem 7.0.8 to the process

Xt =

(
Bt,

∫ t

0

dM (Bs, p0) ds

)
,

where Bt is Brownian motion on M .

7.0.4 Iterated Kolmogorov diffusions

Our technique can also be applied in studying iterated Kolmogorov diffusions similar

to those studied by Banerjee and Kendall in [BK16]. An iterated Kolmogorov diffusion

is of the form Xt = (Bt, I1(t), . . . , In(t)) where

I0(t) = σ (Bt) ,

Ir(t) =

∫ t

0

Ir−1(s)ds, for r = 1, . . . , n,

where Bt is a Brownian motion on a manifold M and σ : M → Rk is Cσ−Lipschtiz.

Let Pt be the heat semigroup corresponding to the diffusion

Xt = (Bt, I1(t), . . . , In(t)) .

Using an argument similar to the proof of Theorem 7.0.8, we get the following result.

Theorem 7.0.11 ([BGM18]). Let M be a complete connected Riemannian manifold

such that Ric(M) > K for someK ∈ R. WhenK = 0 and f ∈ C∞0
(
M × Rk × · · · × Rk

)
with f (p, ξ1, . . . , ξn) , p ∈M, ξ1, . . . , ξn ∈ Rk we have the following gradient bound for
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the iterated Kolmogorov diffusion semigroup Pt,

‖∇pPtf‖q 6 Pt

((
‖∇pf‖+ Cσt ‖∇ξ1f‖+ · · ·+ Cσ

tn

n!
‖∇ξnf‖

)q)
,

for q > 1. When K 6= 0, we have

‖∇pPtf‖q 6 Pt ((‖∇pf‖+K1(t) ‖∇ξ1f‖+ · · ·+Kn(t) ‖∇ξnf‖)
q) ,

for q > 1, where

K1(t) = Cσ
1− e−Kt/2

K/2
,

Kr(t) =

∫ t

0

Kr−1(s)ds, for r = 2, . . . , n.

7.0.5 Heisenberg group

The Heisenberg group is the simplest nontrivial example of a sub-Riemannian man-

ifold. The 3-dimensional Heisenberg group is G = R3 with the group law defined

by

(x1, y1, z1) ? (x2, y2, z2) :=

(
x1 + x2, y1 + y2, z1 + z2 +

1

2
(x1y2 − x2y1)

)
.
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The identity element is e = (0, 0, 0) with the inverse given by (x, y, z)−1 = (−x,−y,−z).

We define the following left-invariant vector fields by

X := ∂x −
y

2
∂z,

Y := ∂y −
x

2
∂z,

Z := ∂z.

The horizontal distribution is defined by H = span {X ,Y}, fiberwise. Vectors in H

are said to be horizontal. We endow G with the sub-Riemannian metric g (·, ·) so

that {X ,Y} forms an orthogonal frame for the horizontal distribution H. With this

metric we can define norms on vectors by ‖v‖ = (gp (v, v))
1
2 for v ∈ Hp, p ∈ G. The

Lebesgue measure on R3 is a Haar measure on the Heisenberg group. The distance

associated to H is the Carnot-Carathéodory distance dCC . The horizontal gradient

∇H is a horizontal vector field such that for any smooth f : G→ R we have that for

all X ∈ H

g (∇Hf,X) = X (f) .

The operator

∆H =
1

2

(
X 2 + Y2

)
is a natural sub-Laplacian for the Heisenberg as pointed out in [GL16, Example

6.1]. Brownian motion on the Heisenberg group is defined to be the diffusion process

{Bp
t }t>0 starting at p = (x, y, z) ∈ R3 whose infinitesimal generator is ∆H. Explicitly

the process is given by

Bp
t =

(
B1(t), B2(t), z +

∫ t

0

B1(s)dB2(s)−
∫ t

0

B2(s)dB1(s)

)
,
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where (B1, B2) is a Brownian motion starting at (x, y).

Gradient bounds of Bakry-Émery type were studied for the Heisenberg group

in [BBBC08, Li06, DM05, Eld10]. In particular, the L1-gradient bounds for the heat

semigroup have been proven in [BBBC08] and [Li06]. As pointed out in [Kuw10],

Kuwada’s duality between L1-gradient bounds and L∞-Wasserstein control shows

that for each t > 0, and p, p̃ ∈ G, there exists a coupling
(
Bp
t , B̃

p
t

)
of Brownian

motions on the Heisenberg group such that

dCC

(
Bp
t , B̃

p
t

)
6 KdCC (p, p̃) , (7.0.19)

almost surely for some constant K > 1 that does not depend on p, p̃, t. We remark

that in [BJ18], the authors show that any coupling that satisfy (7.0.19) on G must be

non-Markovian. This further highlights the need for more non-Markovian coupling

techniques as in [BK16,BGM16].

Consider the Kolmogorov diffusion Xt =
(
Bp
t , ξ +

∫ t
0
σ(Bp

s )ds
)

on G×R3, where

σ : G→ R3 satisfies 7.0.7 and let Pt be the heat semigroup associated with Xt. Using

a similar argument as in Proposition 7.0.7 with the sub-Riemannian metric g and the

horizontal gradient ∇H, we can get an estimate

|f (p, ξ)− f (p̃, ξ)| 6 ‖∇Hf(p̃, ξ)‖ dCC (p, p̃) + ‖∇ξf(p̃, ξ)‖ dE
(
ξ, ξ̃
)

+ Cf

(
dCC (p, p̃) + dE

(
ξ, ξ̃
))2

, (7.0.20)

for functions f ∈ C∞0 (G× R3), where Cf > 0. The argument in Theorem 7.0.8 can

be used to prove gradient bounds for Pt when Bp
t is a Brownian motion on a sub-

Riemannian manifold once we have a synchronous coupling and an estimate similar
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to (7.0.20). Thus using (7.0.19) and (7.0.20) for the Heisenberg group we obtain the

following result.

Theorem 7.0.12 ([BGM18]). For all q > 1 and f ∈ C∞0 (G× R3),

‖∇HPtf‖q 6 KqPt ((‖∇Hf‖+ Cσt ‖∇ξf‖)q) . (7.0.21)

The best constant K in (7.0.21) is not known. The best known estimate for K as

of this writing is K >
√

2 (see [DM05, Proposition 2.7]).

Example 7.0.3 ([BGM18]). Consider for p = (x, y, z) ∈ G the map σ : G →

R3 defined by σ (p) = (x, y, 0) and the diffusion Xt =
(
Bp
t , ξ +

∫ t
0
σ (Bp

s ) ds
)

. A

straightforward computation (see Lemma A.0.8) shows that

√
x2 + y2 6 dCC (e, p) ,

so that by the left-invariance of dCC we have that σ is 1-Lipschitz in the sense of

(7.0.7). Thus Theorem 7.0.12 can be applied to Xt.
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Appendix A

Heisenberg group geodesics and
the Carnot-Carathéodory distance

Let (M,H, g) be a sub-Riemannian manifold.

Definition A.0.1. With q ∈M and p ∈ T ?qM define H (q, p) = 1
2
〈β(p), β(p)〉q where

〈·, ·〉 is the cometric (fiber-wise). H is called the Hamiltonian. Elements in TM are

velocity vectors and T ?M are momentum vectors.

Definition A.0.2. A curve (x(t), p(t)) in T ?M where x(t) ∈M and p(t) ∈ T ?x(t)M is

said to satisfy the Hamilton-Jacobi Equations (HJEs) if


ẋi = ∂H

∂pi
(x (t) , p (t))

ṗi = − ∂H
∂xi

(x(t), p(t)) .

We can write the Hamilton-Jacobi equations in local coordinates in the following

way. Let
{

∂
∂x1
, . . . , ∂

∂xn

}
be a basis in TxM and {dx1, . . . , dxn} a basis in T ?xM . If
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p =
∑
pidx

i is a momentum vector then we can rewrite the Hamiltonian as

H(x, p) =
1

2

∑
i

pipjβ
ij (x) ,

where

βij =
〈
β
(
dxi
)
, β
(
dxj
)〉
.

It is a fact that the Hamilton Jacobi Equations have a unique solution for a given

intial x(0) = x ∈M and p(0) = p ∈ T ?xM , for a short time. See [Mon02] for a proof.

Theorem A.0.3. Let ξ(t) = (γ(t), p(t)) be a solution to the HJE on T ?M for a sub-

Riemannian Hamiltonian H. Then γ(t) is a (locally) minimizing sub-Riemannian

geodesic.

Definition A.0.4. The curve γ as given in Theorem A.0.3 is called a normal (sub-

Riemannian) geodesic.

We recall the definition of the Heisenberg group. Let H3 be identified with R3

with the law

(x1, y1, z1) ? (x2, y2, z2) :=

(
x1 + x2, y1 + y2, z1 + z2 +

1

2
(y2x1 − x2y1)

)
,

which makes R3 into a non-commutative group. We call H3 = (R3, ?) the Heisenberg

group. The left invariant vector fields are

X = ∂x −
y

2
∂z

Y = ∂y −
x

2
∂z

Z = ∂z.
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Proposition A.0.5. The curve γ(t) is horizontal on the H3 if and only if ż =

−1
2

(ẋy − ẏx) for t ∈ [a, b].

Proof. Recall that horizontal means that γ̇(t) ∈ Hγ(t) for all t. The goal is to write

γ̇(t) in terms of X, Y, Z. We have

γ̇(t) = ẋ∂x + ẏ∂y + ż∂z

= ẋ
(
∂x −

y

2
∂z

)
+ ẏ

(
∂y +

x

2
∂z

)
+ẋ

y

2
∂z − ẏ

x

2
∂z + ż∂z

= ẋX + ẏY + ẋ
y

2
∂z − ẏ

x

2
∂z + ż∂z,

but ẋX + ẏY ∈ Hγ(t) and
(
ẋy

2
− ẏ x

2
+ ż
)
∂z /∈ Hγ̇(t). Thus we must have that γ̇(t) ∈

∆γ(t) if and only ẋy
2
− ẏ x

2
+ ż = 0.

Assume {X, Y } are orthonormal, which means 〈·, ·〉 is an inner product on H.

Let’s take any co-vector p = pxdx + pydy + pzdz. We will compute sub-Riemannian

Hamiltonian

H (q, p) =
1

2

(
〈X(q), p〉2 + 〈Y (q), p〉2

)
.

Recall that for p ∈ T ?qM we have 〈X(q), p〉 = p (X(q)) where X(q) ∈ TqM . Define

PX : T ?M → R by PX = p (X(q)) where (q, p) ∈ T ?M . Also 〈v, α〉 = α (v) so that

〈ei, αj〉 = δji . For X = ∂x − y
2
∂z and Y = ∂y + x

2
∂z we have

PX =
〈
∂x −

y

2
∂z, pxdx+ pydy + pzdz

〉
= px −

y

2
pz
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so

PX (x, y, z, px, py, pz) = px −
y

2
pz

where q = (x, y, z) and p = (px, py, pz). Now

PY =
〈
∂y +

x

2
∂z, pxdx+ pydy + pzdz

〉
= py +

x

2
pz

so

PY (x, y, z, px, py, pz) = py +
x

2
pz.

Now since Z = ∂z then

PZ (x, y, z, px, py, pz) = pz.

Thus the Hamiltonian is

H (q, p) =
1

2

(
〈X(q), p〉2 + 〈Y (q), p〉2

)
=

1

2

((
px −

y

2
pz

)2

+
(
p+

x

2
pz

)2
)
.

The Hamilton Jacobi Equations become

q̇ =
∂H

∂p

ṗ = −∂H
∂q

.
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which breaks down to by plugging in what we know

ẋ =
∂H

∂px
= px −

y

2
pz

ẏ =
∂H

∂py
= py +

x

2
pz

ż =
∂H

∂pz
= −y

2

(
px −

y

2
pz

)
+
x

2

(
py +

x

2
pz

)
=

1

4

(
x2 + y2

)
pz +

1

2
(xpy − ypx)

ṗx = −∂H
∂x

= −1

2
pz

(
py +

x

2
pz

)
ṗy =

∂H

∂y
=

1

2
pz

(
px −

y

2
pz

)
ṗz = −∂H

∂z
= 0.

Thus we can rewrite with the momentum functions and obtain

ẋ = PX (A.0.1)

ẏ = PY (A.0.2)

ż =
1

2
xPY −

1

2
yPX (A.0.3)

ṖX = −PZPY (A.0.4)

ṖY = PZPX (A.0.5)

ṖZ = 0. (A.0.6)

Let γ(t) = (x(t), y(t), z(t)) with initial values q0 = (x, y, z) = (0, 0, 0) and p0 =
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(ξ, η, θ). Differentiating equations (A.0.1)-(A.0.3) we obtain

ẍ = ṖX

ÿ = ṖY

z̈ =
1

2
ẋPY +

1

2
xṖY −

1

2
ẏPX −

1

2
yṖX

=
1

2
ẋẏ +

1

2
xÿ − 1

2
ẏẋ− 1

2
yẍ

=
1

2
xÿ − 1

2
yẍ.

Also since Pz = pz then Pz(t) = θ. Plugging this back into the equation (A.0.4) and

(A.0.5) we get

ṖX = −θPY

ṖY = θPX .

Combining we obtain the equations


ẍ = −θẏ

ÿ = θẋ

z̈ = 1
2

(xÿ − yẍ)
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Solving this we obtain the following solutions:

x(t) =
ξ

|θ|
sin (|θ| t)− η

|θ|
(cos (|θ| t)− 1) ,

y(t) = − ξ

|θ|
(cos (|θ| t)− 1)− η

|θ|
sin (|θ| t)

z(t) =
ξ2 + η2

2 |θ2|
(|θ| t− sin (|θ| t)) .

We summarize this in the following theorem.

Theorem A.0.6 (Heisenberg group geodesics). Let γ(t) = (x(t), y(t), z(t)) be a

curve on H3 with initial position q0 = (x, y, z) = (0, 0, 0) and initial momentum

p0 = (ξ, η, θ). The curve given by

x(t) =
ξ

|θ|
sin (|θ| t)− η

|θ|
(cos (|θ| t)− 1) , (A.0.7)

y(t) = − ξ

|θ|
(cos (|θ| t)− 1)− η

|θ|
sin (|θ| t) (A.0.8)

z(t) =
ξ2 + η2

2 |θ2|
(|θ| t− sin (|θ| t)) . (A.0.9)

satisfies the initial conditions above and is a normal geodesic.

Let dCC(e, g) be Carnot-Caratheodory distance. Then for a given g = (a, b, c) ∈

H3 ∼= R3 we find (ξ, η, θ) to such that x(t0) = a, y(t0) = b, z(t0) = c. Then if
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γ0(t) = (x0(t), y0(t), z0(t)) satisfies A.0.7-A.0.9 then

dCC(e, g) = inf

{∫ t0

0

√
ẋ2 + ẏ2ds, γ = (x, y, z) horizontal γ(0) = e, γ(t0) = (a, b, c)

}
=

∫ t0

0

√
(ẋ0)2 + (ẏ0)2ds

=

∫ t0

0

√
ξ2 + η2ds

= t0
√
ξ2 + η2,

since geodesics are globally length minimizing on the Heisenberg group.

Lemma A.0.7. Consider the point g = (0, 0, c) c 6= 0. Then dCC (e, g) ∼ c
1
2 .

Proof. Recall that by letting x0(t0) = 0 and y0(t0) = 0 and we obtain sin |θ| t0 = 0

and cos |θ| t0 = 1, say |θ| t0 = 2π. Also z0(t0) = c which we obtain

ξ2 + η2

2 |θ2|
|θ| t0 = c.

Thus |θ| t0 = 2π and ξ2 + η2 = c
π
θ2. Hence

t0
√
ξ2 + η2 =

√
c

π
|θ| t0 = 2

√
π
√
c.

Lemma A.0.8. Suppose (a, b, c) ∈ H . Then

√
a2 + b2 6 dCC (e, (a, b, c)) .

Proof. By equations A.0.7-A.0.9 the normal geodesic from the identity to the point
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(a, b, c) has parametrization

x0(t) =
ξ

|θ|
sin (|θ| t)− η

|θ|
(cos (|θ| t)− 1) ,

y0(t) = − η

|θ|
sin (|θ| t)− ξ

|θ|
(cos (|θ| t)− 1)

z0(t) =
ξ2 + η2

2 |θ2|
(|θ| t− sin (|θ| t)) .

Given g = (a, b, c) ∈ H3
∼= R3 we can find (ξ, η, θ) such that x(t0) = a, y(t0) =

b, z(t0) = c so that

dCC(e, g) = t0
√
ξ2 + η2.

Now

a = x0(t0) =
ξ

|θ|
sin (|θ| t0)− η

|θ|
(cos (|θ| t0)− 1) ,

b = y0(t0) = − η

|θ|
sin (|θ| t0)− ξ

|θ|
(cos (|θ| t0)− 1)

c = z0(t0) =
ξ2 + η2

2 |θ2|
(|θ| t0 − sin (|θ| t0)) .

Thus

a2 =
ξ2

|θ|2
sin2 (|θ| t0)− 2

ξη

|θ|2
sin (|θ| t0) (cos (|θ| t0)− 1) +

η2

|θ|2
(cos (|θ| t0)− 1)2 ,

b2 =
η2

|θ|2
sin2 (|θ| t0) + 2

ηξ

|θ|2
sin (|θ| t0) (cos (|θ| t0)− 1) +

ξ2

|θ|2
(cos (|θ| t0)− 1)2
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So that

a2 + b2 =
ξ2 + η2

|θ|2
sin2 (|θ| t0) +

ξ2 + η2

|θ|2
(cos (|θ| t0)− 1)2

ξ2 + η2

|θ|2
[
sin2 (|θ| t0) + (cos (|θ| t0)− 1)2]

=
ξ2 + η2

|θ|2
[
sin2 (|θ| t0) + cos2 (|θ| t0)− 2 cos (|θ| t0) + 1

]
= 2

ξ2 + η2

|θ|2
[1− cos (|θ| t0)]

= 4
ξ2 + η2

|θ|2
sin2

(
|θ| t0

2

)

So that

√
a2 + b2 = 2

√
ξ2 + η2

|θ|2

∣∣∣∣sin( |θ| t02

)∣∣∣∣
≤ 2

|θ|
√
ξ2 + η2

|θ| t0
2

= t0
√
ξ2 + η2

= dCC(e, g),

where I used the elementary inequality |sinx| ≤ |x| for all x.
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Appendix B

The generator of Kolmogorov-type
diffusions

Consider the process

X t =

(
Xt,

∫ t

0

σ (Xs) ds

)
where Xt is a Markov process in Rk whose generator is given by

L =
k∑
i=1

V 2
i + V0

where the Vi for i = 0, . . . , k are smooth, bounded vector fields. We assume L is

elliptic. We also assume σ : Rk → Rk is a C1 map such that

Cσ :=

(
d∑
i,j

(Viσj)
2

) 1
2

<∞,

and that σ is not zero almost everywhere. We let L be the generator for X t.
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Proposition B.0.1. The generator L of the process X t =
(
Xt, ξ +

∫ t
0
σ (Xs) ds

)
is

given by

Lf(p, ξ) = Lpf(p, ξ) +
k∑
i=1

σi(p)
∂

∂ξi
f (p, ξ)

for function f ∈ C∞0
(
Rk × Rk

)
.

Proof. Take f (p, ξ) ∈ C∞0
(
Rk × Rk

)
. We can suppose that Xt is a diffusion of the

form

dXt = a (Xt) dBt + b (Xt) dt, X0 = p

where the a, b are smooth and bounded. We wish to compute

Lf(p, ξ) = lim
t→0

1

t
E(p,ξ)

[
f

(
Xs, ξ +

∫ t

0

σ (Xs) ds

)
− f(p, ξ)

]
.

By Taylor’s theorem we have

f

(
Xt, ξ +

∫ t

0

σ(Xs)ds

)
− f (p, ξ)

=∇pf (p, ξ) · (Xt − p) +∇ξf (p, ξ) ·
(∫ t

0

σ (Xs) ds

)
+

1

2

∑
i 6=j

∂2f (p, ξ)

∂pi∂pj

(
X i
s − pi

) (
Xj
s − pj

)
+

1

2

d∑
i=1

∂2f (p, ξ)

∂ξ2
i

(∫ t

0

σi (Xs) ds

)2

+
1

2

∑
i 6=j

∂2f (p, ξ)

∂ξi∂ξj

(∫ t

0

σi (Xs) ds

)(∫ t

0

σj (Xs) ds

)
+

1

2

∑
i 6=j

∂2f (p, ξ)

∂pi∂ξj

(
X i
s − pi

)(∫ t

0

σj (Xs) ds

)
+Rt

=I + II + III + IV + V + V I +Rt,
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where Rt is the remainder term. We start by computing the limit involving term I,

lim
t→0

1

t
E(p,ξ) [∇pf (p, ξ) · (Xt − p)] = lim

t→0

1

t

k∑
i=1

∂f(p, ξ)

∂pi
E(p,ξ)

[(
X i
t − pi

)]
=

k∑
i=1

bi(p)
∂f(p, ξ)

∂pi
,

since by Lebesgue’s differentiation theorem we have

lim
t→0

1

t

[∫ t

0

E(p,ξ) [bi (Xs)] ds

]
= bi (p) .

Computing the limit involving term II,

lim
t→0

1

t
E(p,ξ)

[
∇ξf (p, ξ) ·

(∫ t

0

σ (Xs) ds

)]
= lim

t→0

1

t

k∑
i=1

∂f(p, ξ)

∂ξi

(∫ t

0

E(p,ξ) [σi (Xs)] ds

)

=
k∑
i=1

∂f(p, ξ)

∂ξi

(
lim
t→0

1

t

∫ t

0

E(p,ξ) [σi (Xs)] ds

)

=
k∑
i=1

σi(p)
∂f(p, ξ)

∂ξi
,

where the last equality is due to Lebesgue’s differentiation theorem and the fact that

σ is C−Lipschitz. This can be seen by

lim
t→0

∣∣∣∣1t
∫ t

0

E(p,ξ) [σi (Xs)] ds− σi(p)
∣∣∣∣ = lim

t→0

∣∣∣∣1t
∫ t

0

E(p,ξ) [σi (Xs)− σi(p)] ds
∣∣∣∣

6 lim
t→0

C

t

∫ t

0

E(p,ξ) |Xs − p| ds

= C · E(p,ξ) |p− p| = 0.
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Computing the limit involving term III,

lim
t→0

1

t
E(p,ξ)

[
1

2

∑
i,j

∂2f (p, ξ)

∂pi∂pj

(
X i
s − pi

) (
Xj
s − pj

)]
=

1

2

∑
i,j

(
a(p)a(p)T

)
i,j

∂2f (p, ξ)

∂pi∂pj
.

Computing the limit involving term IV ,

lim sup
t→0

1

t
E(p,ξ)

[
1

2

k∑
i=1

∂2f (p, ξ)

∂ξ2
i

(∫ t

0

σi (Xs) ds

)2
]

=

lim sup
t→0

1

t

1

2

k∑
i=1

∂2f (p, ξ)

∂ξ2
i

E(p,ξ)

[(∫ t

0

σi (Xs) ds

)2
]
.

We prove this limit is zero. To do so, it suffices to show lim supt→0 Yt 6 C where

Yt = E(p,ξ)

[(∫ t
0
σi (Xs)

ds
t

)2
]
. For if this was true then

lim sup
t→0

t · E(p,ξ)

[(∫ t

0

σi (Xs)
ds

t

)2
]

= lim sup
t→0

t · Yt 6 0 · C = 0.

To see this we use the fact that σi must have linear growth and get

Yt =E(p,ξ)

[(
1

t

∫ t

0

σi (Xs) ds

)2
]

6E(p,ξ)

[
1

t

∫ t

0

σi (Xs)
2 ds

]
6E(p,ξ)

[
1

t

∫ t

0

(C1 |Xs|+ C2)2 ds

]
=

1

t

∫ t

0

E(p,ξ)
[
(C1 |Xs|+ C2)2] ds
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then taking limits and using Lebesgue’s differentiation theorem we have

lim sup
t→0

Yt 6 E(p,ξ)
[
(C1 |X0|+ C2)2] = (C1 |p|+ C2)2 .

Computing the limit involving term V we have

lim sup
t→0

1

t
E(p,ξ)

[
1

2

∑
i 6=j

∂2f (p, ξ)

∂ξi∂ξj

(∫ t

0

σi (Xs) ds

)(∫ t

0

σj (Xs) ds

)]
=

lim sup
t→0

1

t

1

2

∑
i 6=j

∂2f (p, ξ)

∂ξi∂ξj
E(p,ξ)

[(∫ t

0

∫ t

0

σi (Xs)σj (Xu) dsdu

)]
= 0,

which follows similarly to the previous cases.

Estimating the limit involving term V I, we have

lim sup
t→0

1

t
E(p,ξ)

[
1

2

∑
i 6=j

∂2f (p, ξ)

∂pi∂ξj

(
X i
t − pi

)(∫ t

0

σj (Xs) ds

)]
≤

1

2

∑
i 6=j

∂2f (p, ξ)

∂pi∂ξj

(
lim sup
t→0

E(p,ξ)

[(
X i
t − pi

)(1

t

∫ t

0

σj (Xs) ds

)])
.

Using the Cauchy-Schwarz inequality and a previous estimate we have,

lim sup
t→0

E(p,ξ)

[(
X i
t − pi

)(1

t

∫ t

0

σj (Xs) ds

)]

6 lim sup
t→0

(
E(p,ξ)

[(
X i
t − pi

)2
]) 1

2

(
E(p,ξ)

[(
1

t

∫ t

0

σj (Xs) ds

)2
]) 1

2

6 lim sup
t→0

(
Epi
[(
X i
t − pi

)2
]) 1

2
(C1 |p|+ C2) .

Since Xt is hypoelliptic then there exists a smooth transition kernel pit(x, y) for X i
t ,

so that by Dominated Convergence Theorem and the fact that a, b are smooth and
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bounded we have that

lim
t→0

Epi
[(
X i
t − pi

)2
]

= lim
t→0

∫
(y − pi)2 pit (pi, y) dy = Epi

[(
X i

0 − pi
)2
]

= 0.

Let C be a bound on the third derivatives of f . By Taylor’s theorem the error

term Rt can be bounded by

|Rt| 6
C

6

∑
i,j,k

∣∣E(p,ξ) [AiBjCk]
∣∣ ,

where the Ai, Bj, Ck are all either of the form (X ·s − p·) or
∫ t

0
σ· (Xs) ds . A similar

analysis can be done as above to show that

lim sup
t→0

Rt

t
= 0.

To summarize we showed that

Lf(p, ξ) =
d∑
i=1

bi(p)
∂f(p, ξ)

∂pi
+

1

2

∑
i,j

(
a(p)a(p)T

)
i,j

∂2f (p, ξ)

∂pi∂pj

+
k∑
i=1

σi(p)
∂f(p, ξ)

∂ξi

=Lpf(p, ξ) +
k∑
i=1

σi(p)
∂f(p, ξ)

∂ξi
,

as needed.
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probabilités, XIX, 1983/84, Lecture Notes in Math., vol. 1123, Springer,

Berlin, 1985, pp. 177–206. MR 889476

[BG17] Fabrice Baudoin and Nicola Garofalo, Curvature-dimension inequalities

and Ricci lower bounds for sub-Riemannian manifolds with transverse

symmetries, J. Eur. Math. Soc. (JEMS) 19 (2017), no. 1, 151–219. MR

3584561

[BGL14] Dominique Bakry, Ivan Gentil, and Michel Ledoux, Analysis and geome-

try of Markov diffusion operators, Grundlehren der Mathematischen Wis-

senschaften [Fundamental Principles of Mathematical Sciences], vol. 348,

Springer, Cham, 2014. MR 3155209

[BGM13] Fabrice Baudoin, Maria Gordina, and Tai Melcher, Quasi-invariance for

heat kernel measures on sub-Riemannian infinite-dimensional Heisenberg

groups, Trans. Amer. Math. Soc. 365 (2013), no. 8, 4313–4350. MR

3055697

[BGM16] Sayan Banerjee, Maria Gordina, and Phanuel Mariano, Coupling in the

Heisenberg group and its applications to gradient estimates, to appear in

the Annals of Probability, 2016.

[BGM18] Fabrice Baudoin, Maria Gordina, and Phanuel Mariano, Gradient bounds

for kolmogorov type diffusions, ArXiv:1803.01436 Preprint, 2018.

159



[BJ18] Michel Bonnefont and Nicolas Juillet, Couplings in Lp distance of two
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[Hör67] Lars Hörmander, Hypoelliptic second order differential equations, Acta

Math. 119 (1967), 147–171. MR 0222474 (36 #5526)

[Hsu02] Elton P. Hsu, Stochastic analysis on manifolds, Graduate Studies in Math-

ematics, vol. 38, American Mathematical Society, Providence, RI, 2002.

MR 1882015 (2003c:58026)

[IM15] Nobuyuki Ikeda and Hiroyuki Matsumoto, The Kolmogorov operator and

classical mechanics, In memoriam Marc Yor—Séminaire de Probabilités
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